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1 Introduction
This contribution proposes a solution for end-to-end QoS negotiation. It is also described how the solution fulfills the draft list of requirements in [1].

2 Overview of solution

The syntax for the existing ‘b=’ parameter in SDP is too limited to allow for extending it to solve all the problems that are outlined in [2] and [3]. The syntax is defined in [4] is:
b=<bwtype>:<bandwidth>

This syntax makes it impossible to fulfill the following requirements:

· The syntax for the new SDP attributes should allow for adding extensions in the future.

· It should be possible to declare sending and receiving bitrates separately, even for ‘sendrecv’ sessions.

· It should be possible for a client to declare the preferred bandwidth variability it wants to use when sending.

· [It should be possible for network functions to indicate the amount of bandwidth variation that can be supported without having to enforce traffic shaping.]

· It should be possible to declare different bandwidths for different RTP payload types, i.e. x kbps for codec X and y kbps for codec Y.

The source therefore believes that a new SDP parameter is needed and the proposed solution is to define a new SDP attribute ‘a=bw‘, which is the same as proposed in [5], with the following usage:
a=bw:<direction> <req> scope <req> <semantics>:<values>

where:
· ‘direction’ is used to define the direction for which the bandwidth applies (‘send’, ‘recv’, ‘sendrecv’)
· ‘req’ is a prefix (‘!’) to ‘scope’ and/or ‘semantics’ to define that the SDP consuming end-point must understand and support the same scope and semantics, otherwise the media type shall be rejected by setting the port to 0
· ‘scope’ is used to declare the scope for which the current bandwidth declaration applies
· The scope should use an identifier to distinguish different types of scopes, for example ‘pt=’ would be used to identify that the scope is RTP Payload Type numbers.

· A typical use case is to define the RTP Payload Type numbers for which the bandwidth declaration applies

· A wildcard can be used to indicate all RTP Payload Type numbers

· ‘semantics’ is used to declare the bandwidth semantics, for example:
· ‘SMT’ = Stream Maximum Token bucket
· ‘AMT’ = Aggregate Maximum Token bucket

· ‘SLT’ = Stream Least required Token bucket

· Etc…

· ‘values’ lists the values for the bandwidth definition
· An identifier is used, for example ‘tb=’ to define that the bandwidth definition uses a token bucket with two values, one for the token bucket rate (tbr) and another for the token bucket size (tbs), i.e.: ‘tb=<tbr>:<tbs>’. Example: tb=1000000:8192 which means that the token bucket rate is 1 Mbps and the token bucket size is 8192 bytes.
The solution in [5] is also extensible so that new directions, scope, semantics and values can be defined in the future, when needed.
The complete ABNF for the new attribute is defined in [5].

3 Fulfillment of requirements
This section reviews how the proposed solution fulfills the requirements.
· The syntax for the new SDP attributes should allow for adding extensions in the future.

The ABNF includes extensions for every property.

· It should be possible to declare sending and receiving bitrates separately, even for ‘sendrecv’ sessions.

The proposed solution defines ‘send’, ‘recv’ and ‘sendrecv’. These can be used independently of the attribute for directionality for the RTP session (‘a=sendonly’, ‘a=recvonly’, ‘a=sendrecv’ and ‘a=inactive’).

It is allowed to include multiple attribute lines with the new attribute, even for the same scope.

· It should be possible for a client to declare the preferred bandwidth variability it wants to use when sending.

The new attribute includes a token bucket definition.

· [It should be possible for network functions to indicate the amount of bandwidth variation that can be supported without having to enforce traffic shaping.]

Network functions can read the new SDP attribute. Network functions that are allowed to change the SDP are allowed to change also this new SDP attribute.

It is understood that not all network functions are allowed to do change the SDP.

· It should be possible to declare different bandwidths for different RTP payload types, i.e. x kbps for codec X and y kbps for codec Y.

This is done by defining the ‘scope’ for the bandwidth definition.

· It should be possible for a client to declare the preferred minimum bitrate it wants to use.

This is done by using the ‘semantics’. It is allowed to include multiple bandwidth definitions with different semantics, even for the same scope.
· It should be possible for network functions to declare what minimum bitrate it has allocated.

Network functions can read the new SDP attribute. Network functions that are allowed to change the SDP are allowed to change also this new SDP attribute.

It is understood that not all network functions are allowed to do change the SDP.
· Any new SDP attributes for the end-to-end QoS negotiation must be backwards compatible with existing SDP attributes.
The new SDP attribute does not change the meaning of the existing SDP parameters for bandwidth negotiation (b=AS, b=TIAS), neither does it remove the need for including the existing SDP parameters.
4 Proposal
It is proposed to base the solution for end-to-end QoS negotiation on the solution found in [5].
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