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1 Introduction
This document discusses the issues that the source sees with the existing SDP bandwidth modifiers used for the end-to-end QoS negotiation. This analysis starts by reviewing the existing SDP bandwidth modifiers. The analysis then continues with outlining a number of use cases to find the issues caused by the existing SDP bandwidth modifiers. It is foreseen that new SDP attributes are needed to improve the end-to-end QoS handling.
The found issues are then used to derive a set of requirements for new SDP attributes that can be used to improve the end-to-end QoS negotiation.

It is proposed to use this as a starting point for the discussion on new SDP attributes for the end-to-end QoS handling in the End-to-end MTSI extensions work item, [1].
2 Existing end-to-end QoS negotiation
2.1 SDP attributes
The following SDP attributes, or bandwidth modifiers, exists which enables the end-points to negotiate bandwidth end-to-end:
· RFC 4566 [2] defines:

· b=AS for the application specific maximum bandwidth, and:

· b=CT for the conference total bandwidth

· RFC 3890 [3] defines:

· b=TIAS for the transport independent application specific maximum bandwidth, and:

· a=maxprate for the maximum packet rate.

· RFC 3556 [4] defines:
· b=RS for the RTCP bandwidth to active senders, and:

· b=RR for the RTCP bandwidth for other participants.
Out of these SDP attributes, the most interesting for QoS in multimedia telephony are b=AS and b=TIAS, and to some extent also b=RS and b=RR.

The only difference between the b=AS and b=TIAS bandwidth modifiers is that b=AS includes the transport overhead (IP, UDP and RTP headers) and b=TIAS does not. This means that b=TIAS is not discussed any further in this contribution since all issues that are found for the b=AS bandwidth modifier also applies to the b=TIAS bandwidth modifier.

2.2 Attribute definition
The existing bandwidth attribute 'b=' is defined in Section 5.8 of RFC 4566 [2]. The syntax is:

b=<bwtype>:<bandwidth>

where:

<bwtype> indicates the type of bandwidth that is defined. RFC4566 defines “AS” and “CT” but other bandwidth types can be found in other RFCs.
<bandwidth> is the bandwidth value in kilobits per second.
This gives the first issue:

Issue#1: The syntax for the bandwidth modifier only allows for defining new bandwidth types and the corresponding bandwidth value.

This syntax would severely limit the design of new SDP attributes for the end-to-end QoS negotiation. It will be shown in the subsequent sections that a more advanced syntax is needed to allow for including more information in the SDP attributes.
2.3 Offer-answer procedures

Most RTP session types for telephony services are bi-directional, i.e. as defined with the ‘sendrecv’ attribute. This session type is then the most interesting for the remaining discussion.
The offer-answer procedures [5] for b=AS means that, for ‘sendrecv’ sessions, means that an end-point declares the bandwidth that the end-point is prepared to receive.
This gives us the second issue:

Issue#2: For ‘sendrecv’ sessions an end-point cannot define the bandwidth it is prepared to send.

As has been discussed before in SA4, there are no offer-answer procedures defined for the b=RS and b=RR bandwidth modifiers. These bandwidth modifiers are therefore not discussed any further in this contribution.
2.4 End-point Behavior when Generating Traffic
The end-point behavior refers to how the end-point sends the encoded media packets, more specifically how smooth the output bandwidth is. This is typically a problem for video codec implementations. Some implementations try to create a fairly smooth bandwidth where the bandwidth variations, e.g. the peak to average ratio, are minimized. Other implementations allow for very large bandwidth variations.

Large bandwidth variations can cause problems. If the variations are larger than what the policing functions in the network allow then this will lead to traffic shaping, packet losses and delays. However, the allowed bandwidth variations are not negotiated with the current SDP parameters. This gives several issues:
Issue#3: It is not possible for an end-point to define how large bitrate variations it is capable of handling when receiving media.

Issue#4: It is not possible for an end-point to define how large bitrate variations it wants to use when sending media.

Note: The actual sending rate will then be the minimum of what the end-point wants to send and what the other end-point is prepared to receive.

Issue#5: It is not possible for network nodes to know how large bitrate variations the end-points will generate.
Issue#6: It is not possible for network nodes to limit the bitrate variations.
3 Use cases

This section outlines the session setup for a few point-to-point sessions.
3.1 Symmetric session, fixed-rate codecs
In VoIP, it is quite useful to implement multiple codecs in the clients to enable end-to-end tandem-free communication. Since the offering client does not know which codecs the answering client supports it is also useful to include all the codecs that are supported when sending the SDP offer. This reduces the risk for session setup rejection and subsequent new SDP offers which would increase the session setup time. Including all supported codecs in the SDP offer also reduces the likelihood that the network will need to invoke an MGW for transcoding.

An example SDP offer is shown below where the originating client offers to use the -law PCM, A-law PCM or G.729 codecs. The session bandwidth (88 kbps) is calculated from G.711/PCM codecs (64 kbps) with 20 ms packetization and when using IPv6, UDP and RTP headers the overhead becomes 24 kbps. 
	SDP offer

	m=audio 46000 RTP/AVP 8 0 18

b=AS:88
a=rtpmap:0 PCMU/8000/1
a=rtpmap:8 PCMA/8000/1
a=rtpmap:18 G729/8000/1
a=ptime:20

a=maxptime:80


If the answering client accepts to use one of the PCM codecs then it would send the following SDP answer.
	SDP answer when accepting A-law PCM

	m=audio 46002 RTP/AVP 0

b=AS:88

a=rtpmap:8 PCMA/8000/1

a=ptime:20

a=maxptime:80


For the end-to-end QoS negotiation, this means that both end-points have declared that they are prepared to receive 88 kbps. Resource allocation functions in the network then know that they have to allocate resources for 88 kbps in both directions. Policing functions also need to allow for this bandwidth.
However, if the answering client decides to accept G.729 then it would send the following SDP answer:
	SDP answer when accepting G.729

	m=audio 46002 RTP/AVP 18

b=AS:32

a=rtpmap:18 G729/8000/1

a=ptime:20

a=maxptime:80


This means that the offering client is limited to send max 32 kbps. However, the answering client still only knows that the offering client is prepared to receive 88 kbps. This means that the answering client could actually use the excessive bandwidth (56 kbps) to send lots of application layer redundancy.
If resource allocation functions and policing functions are based on the bandwidth declared in the SDP answer then they will, most likely, allocate resources for 32 kbps for both directions. Hence, if the answering client sends 88 kbps then it is very likely that the policing function will start dropping packets and may even terminate the session.
The reason for this problem is that the offering client cannot declare different bandwidths for different payload types.

Issue#7: It is not possible to declare different bandwidths for different RTP payload types.
3.2 Symmetric session, rate-adaptive codecs
MBR>GBR bearers can only be used if rate-adaptive codecs like AMR and video codecs are used. The MBR is then derived from the b=AS bandwidth, which the client typically calculates from the maximum codec rate, e.g. AMR 12.2 kbps or the maximum video codec bitrate as configured by the vendor or operator. However, there is no corresponding SDP bandwidth modifier that the client can use for informing the network about the preferred minimum bitrate (preferred GBR) that it wants to use. If such a bandwidth modifier would be available then the resource allocation function could use it to determine the GBR.
When setting up MBR>GBR bearers, the resource reservation function therefore needs to use codec-specific information available in the SDP or preconfigured policies to determine the GBR. For AMR, this would typically correspond to the AMR 4.75 kbps mode. However, the resource reservation function cannot know if the end-points will use the same codec mode as the minimum rate or if it will use some other rate, for example AMR 5.9 kbps.

Correspondingly, there is no SDP bandwidth modifier that the resource allocation function could use to inform the clients about the chosen GBR. It could, for example, happen that one service provider wants to use minimum 500 kbps for a high-quality video service while another service provider wants to set the minimum bitrate to 250 kbps. Given the lack of appropriate SDP bandwidth modifiers it becomes impossible for the network to inform the clients about the minimum bitrate. This becomes especially problematic when one have sessions where one client is in one network where the minimum bitrate is 500 kbps and the other client is in the other network where the minimum bitrate is 250 kbps.

One problem with using codec-specific information for the resource reservation is that the resource reservation function needs to know the details of the codec, which means that this solution is less generic. This means that to take full advantage of MBR>GBR bearers for new codecs and services then the resource reservation function needs to be updated.

Another problem is for video codecs that can adapt bitrate, frame rate and resolution. In this case, there is no information in the SDP that the resource reservation function could use to determine what minimum rate the clients intend to use. 

Issue#8: There is no generic SDP parameter that a client can use to declare what minimum preferred bitrates it wants to use for sending and receiving, respectively.
Issue#9: There is no generic SDP parameter that a resource reservation function can use to inform the clients about what GBR it has allocated.
When multiple rate-adaptive codecs are used then these issues applies to each codec but with different bitrates. In this case, there would be a need to indicate different maximum bitrate (MBR) and minimum bitrate (GBR) for each RTP payload type.
4 Other issues

A different type of problem is that the introduction of any new SDP attributes for the end-to-end QoS negotiation will take some time. Different parts of the network will be upgraded at different points in time. This means that the new SDP parameters must be able to co-exist together with existing SDP parameters without causing incompatibilities or contradictions.
Issue#10: The new SDP attributes for the end-to-end QoS negotiation must be backwards compatible with the existing SDP attributes.
5 Requirements
The issues listed in the earlier sections are used to derive the following list of requirements that new SDP parameters for end-to-end QoS negotiation need to fulfill:
· The syntax for the new SDP attributes should allow for adding extensions in the future.

· It should be possible to declare sending and receiving bitrates separately, even for ‘sendrecv’ sessions.

· It should be possible for a client to declare the preferred bandwidth variability it wants to use when sending.

· It should be possible for network functions to limit the bandwidth variations.

· It should be possible to declare different bandwidths for different RTP payload types, i.e. x kbps for codec X and y kbps for codec Y.
· It should be possible for a client to declare the preferred minimum bitrate it wants to use.

· It should be possible for network functions to declare what minimum bitrate it has allocated.
· Any new SDP attributes for the end-to-end QoS negotiation must be backwards compatible with existing SDP attributes.
This is just an initial list and further requirements can be added in the future.
6 Proposal
The source proposes to use the issues and requirements listed in this contribution as a starting point for the discussion.
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