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1 Introduction
This document extends some proposed solution for the Use Case: Multiple Spectator Views offered with DASH as documented in TR26.938. 
The use case is documented below and the proposed changes and updates are provided in change marks.

Specifically, an extension of the viewpoint scheme is proposed to address the selection of the view angles.

2 Use Case: Multiple Spectator Views offered with DASH

2.1 Description

Much of the discussion on 3GPP-DASH has focused on use cases in which a professional content provider has prepared content such as a movie at different bitrates, resolutions, etc. Another interesting use case is that media is recorded by multiple spectators of an event in different locations and/or recording orientations on handheld devices and uploaded to a server. Location could be determined via GPS for outdoor events or via numerous other means for indoor events (such as WiFi RF fingerprint, WiFi and cellular fingerprint, Bluetooth beams, etc.) The determination of location and recording orientation is obviously outside the scope of 3GPP-DASH and is not proposed to be studied as part of the study item. Users at the same event can record video with cell phones or tablets and upload or stream the content to a server. The transfer of the media content from the recording device to the server is outside the scope of 3GPP-DASH and is not proposed to be studied as part of the study item.

When this content is downloaded via a DASH server, information about the location and orientation of the recording device at the event might be relevant in choosing which Adaptation Set or media presentation time to consume. For example, if users record content at an event such as a hockey game, the DASH client might switch to an Adaptation Set showing a view closer to the net at the time of a goal. On the other hand, if a fight breaks out at centre ice, the client might switch to an Adaptation Set that corresponds to video that was recorded closer to centre ice or had zoomed in on the players. Note that there may be other ways of tagging the content besides location and orientation (for example a particular hockey player that is wearing a helmet cam may be tagged, etc.). Users could go to a website and select relevant times of interest at a particular event and the corresponding times and locations for these instances could be downloaded to the user’s client device. For example, a user might select instances of dunks or blocks in a basketball game or instances where a particular player scored, etc. The user might be provided a checklist where they could check multiple types of instances that they are interested in. By downloading the time and position of these relevant instances, the client or user might determine which Segments or Representations to download based on the corresponding view of the event (the position, orientation, amount of zoom, etc. of the camera). The server might also customize the MPD or content for the user based on their selections. Downloading of the relevant times and positions is just an example application and does not need to be included in 3GPP-DASH.

2.2 Gap Analysis

2.2.1 File support for timed position/location

[Editor’s note: this may describe one potential solution, but further work on this section is pending]
To enable the use case described in S4-120373 [1], the device should be able to record location and orientation information dynamically as media content is recorded.  The device location could be described in terms of latitude, longitude, and altitude as is done in the location information box in 3GPP TS 26.244 [2].

The ‘Location Information box’ [2] (a static box)  is as specified in Figure 1 below:

Table 7-14-1: The Location Information box

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	'loci'

	BoxHeader.Version
	Unsigned int(8)
	
	0

	BoxHeader.Flags
	Bit(24)
	
	0

	Pad
	Bit(1)
	
	0

	Language 
	Unsigned int(5)[3]
	Packed ISO-639-2/T language code
	

	Name
	String
	Text of place name
	

	Role
	Unsigned int(8)
	Non-negative value indicating role of location
	

	Longitude
	Unsigned int(32)
	Fixed-point value of the longitude
	

	Latitude
	Unsigned int(32)
	Fixed-point value of the latitude
	

	Altitude
	Unsigned int(32)
	Fixed-point value of the Altitude
	

	Astronomical_body
	String
	Text of astronomical body
	

	Additional_notes
	String
	Text of additional location-related information
	


where Longitude, Latitude, and Altitude have the following semantics:

Longitude:  fixed-point 16.16 number indicating the longitude in degrees. Negative values represent western longitude.

Latitude:  fixed-point 16.16 number indicating the latitude in degrees. Negative values represent southern latitude.

Altitude:  fixed-point 16.16 number indicating the altitude in meters. The reference altitude, indicated by zero, is set to the sea level.

In addition to location, the device orientation can be described according to the direction the camera is facing and how it is tilted and rotated. This is illustrated in Figure 7-14-2 below:
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Figure 7-14-2

The parameters Pan, Rotation, and Tilt should be defined to describe device orientation just as Longitude, Latitude, and Altitude describe the device’s position. In addition to the above parameters, a parameter defining the amount of optical or digital zoom could also be useful as a person farther away with more zoom might have a preferable view to another person who is closer to the event with less zoom.

There is support in the ISO Base Media File Format [3] for a timed metadata track. The SDL code for the sample description box is given as follows:

aligned(8) class SampleDescriptionBox (unsigned int(32) handler_type)
extends FullBox('stsd', 0, 0){
int i ;
unsigned int(32) entry_count;
for (i = 1 ; i <= entry_count ; i++){
switch (handler_type){
case ‘soun’: // for audio tracks
AudioSampleEntry();
break;
case ‘vide’: // for video tracks
VisualSampleEntry();
break;
case ‘hint’: // Hint track
HintSampleEntry();
break;
case ‘meta’: // Metadata track
MetadataSampleEntry();
break;
}
}
}
}
MetadataSampleEntry is one of the abstract classes which extends the abstract class SampleEntry. The SDL code for these is given as follows:

aligned(8) abstract class SampleEntry (unsigned int(32) format)

extends Box(format){

const unsigned int(8)[6] reserved = 0;

unsigned int(16) data_reference_index;

}

class MetaDataSampleEntry(codingname) extends SampleEntry (codingname) {

}

The currently defined classes which extend MetaDataSampleEntry are the following:

class XMLMetaDataSampleEntry() extends MetaDataSampleEntry (’metx‘) {


string
content_encoding; // optional


string
namespace;


string
schema_location; // optional


BitRateBox (); // optional

}

class TextMetaDataSampleEntry() extends MetaDataSampleEntry (‘mett’) {


string
content_encoding; // optional


string
mime_format;


BitRateBox (); // optional

}

There is currently no box defined in the ISO base media file format [3] or the 3GPP file format [2] for timed location or orientation information and no XML Schema defined that could be referenced by XMLMetaDataSampleEntry. Either a box can be created specifically for device position and orientation that extends MetaDataSampleEntry with a description of the parameters present in a position/orientation sample or an XML schema and namespace can be created with this information and the namespace can be linked to from XMLMetaDataSampleEntry.
2.2.2 MPD indication of position/orientation for an Adaptation Set 

The Viewpoint Descriptor [4] may be used to express an Adaptation Set that is provided from a specific device.. 
Using the Adaptation Set with the ViewPoint descriptor enables the following features:

· a scheme is defined with a @schemeIdURI that expresses that the View Point includes the exact position information, e.g ."urn:3GPP:ns:PSS:DASH:position". 
· the @value attribute contains a textual description of the position that is unique and may be offered to the user in order to select the position.
· Multiple Adaptation Sets with the same @schemeIdURI and the same @value may be offered to express that for example the audio and video are offered by the same position/device. 

· an extension namespace is created to express the exact coordinates in the ViewPoint descriptor. This may be added, but is not essential if the @value is sufficiently descriptive. However, the coordinates may be used by the application to position the viewing position.
2.2.3 Synchronization of media content from different devices 

[Editor’s note: this may describe one potential solution, but further work on this section is pending]
The devices should ideally begin recording on Period boundaries. The times to start recording could be published or made known in advance of the event (e.g. on a website). Devices should be synchronized to an accurate wall clock time in some way in order that a change in Segments or Representations with different views can be accomplished without significant gaps in the event timeline. No changes are anticipated to the 3GPP-DASH specification [4] with regards to synchronization. 

3 Proposal
It is proposed to add the explanation in section 2.2.2 to the Technical Report TR26.938.
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