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1 Introduction
During last SA4 meeting in Jeju, there was a discussion how to define mixed contents for EVS evaluation and it was agreed as follows (see Appendix, [1] and [2]):
1) Speech over music / music over speech and speech between music / music between speech (e.g., variable level difference, fade-in/out, including speech over low-level music in the background at 20 dB and alternating speech and music)
This is defined to test them in controlled conditions solving issues on language dependency, SNR, testing material dependency by different test labs, etc. Speech in test items should be understandable. This will be mixed by processing labs.
At SA4 meetings in Edinburgh and Kyoto, sources proposed a processing plan how to process artificially generated mixed contents [3], [4].

It was agreed to use single level for testing mixed content and music and following note is stated in EVS-3: “Music & mixed content will be tested at a single level, however the database should contain the full dynamic range for these input signals (Details for processing music & mixed content are tbd)”. On the other hand, there is an issue how to adjust the listening level for those items.
In this contribution, the sources propose text for test plan and processing plan for mixed content and music.

2 Proposed test plan for mixed content and music
2.1 Format of the Speech Samples for artificially generated mixed contents
Each source speech file will contain one pair of sentences and will last exactly 8 seconds, with a flexible time interval between the two sentences. 0.5 seconds of inactivity precedes the first sentence in the file, and inactivity follows the second sentence starts at 4.5 seconds in the file. The speech files are organized as in the example shown in Figure 1.  The sentences will be simple meaningful sentences as described in Annex B1.4 of ITU-T Rec. P.800 [1].
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Figure 1: Definition of a clean speech source (sentence pair)
If trailing silence is needed for processing test materials, a 500 ms silence should be added prior to process the signal and should cut off after the process.

2.2 Test Material
The test material will be composed according to the following approach. First, a call will be sent out for test material (mono, sampled at 32 kHz) according to a number of generic audio signal categories. Then, an independent selection entity <tbd> will identify a number of items, which are representative for the application scenarios, out of each category to be used in the experiments. 

N <tbd> different sets of material covering 24 items according to the list below will be used.
The selection entity will identify based on uncoded material N <tbd> sets of material sampled at 32 kHz out of the following generic audio signal categories:
· Music with sub-categories (12 items)

Music materials including single Instrument: (e.g. piano, violin, clarinet), vocal: (e.g.: a cappella, solo singer), choir, pop, classical (orchestra) and other.
· Music used to generate artificially generated mixed contents (6 items)

Level adjusted and pre-processed with a windowing function to represent following examples:

Speech over music / music over speech and speech between music / music between speech (e.g., variable level difference, fade-in/out, including speech over low-level music in the background at 20 dB and alternating speech and music)
· Recorded mixed contents (6 items)
Followings are some examples of application scenarios to be considered (The final list will be determined by contribution, particularly of test signals):

Cellphone transmission of live music session, answering speech, music on hold,  future answering system in company capable with SWB, music with announcement, call to customer service, put on hold, with advertisement, ticket number, professional editing of speech and music, ring-back sound, captured sound from e.g., living room, stadium, disco, concert hall, background music behind speech, etc.
2.3 Test plan
Experiments Z [a, b: EVS Codec Performances in Mixed Content Condition and Music]

X.1
Introduction

[These experiments are designed to evaluate the performances of the EVS codec candidate algorithms in the Mixed Contents. This results in two sub-experiments:

Experiment 12a:
Artificially generated mixed contents
Experiment 12b:
Recorded mixed contents 
Experiment 12c:
Music
The details provided in this section are those that are specific to this particular experiment. Generic information, relevant to this and other experiments can be found in Section XXX. Therefore Listening Laboratories should use the information in Section XXX in conjunction with the information given in this section.]

X.2
Test Conditions

Table X.1 shows all factors and reference conditions for these experiments. A full list of conditions is given in section 9.11. The total number of conditions is 24 for each sub-experiment.
DCR Tests -  maximum of 24 test conditions x 6 items = 144 DCR trials [or 18 test conditions x 8 itmes]. Trial duration = 19 sec (8 sec Reference sample +0.5 sec silence + 8 sec Test sample + 2.5 sec voting period)
	Main Codec Conditions
	
	

	Candidate
	7
	EVS@13.2, 16.4, 24.4, 32, 13.2w/DTX, 16.4w/DTX, 24.4w/DTX

	Error Conditions
	[0]
	No errors

	Input level
	1
	No level adjustment (-26 dBov for speech in artificially generated mixed content)

	Tandeming
	0
	no tandeming

	Input characteristic
	1
	50 - 16000 Hz

	
	
	

	Codec references
	
	

	Codec references
	4
	AMR-WB+@9.75, AMR-WB+@12, G.722.1C@24, G.719@32

	
	
	

	Other references
	
	

	Direct
	1
	Nominal input level, [FLAT]

	MNRU
	[5]
	Q=[TBD] (all: nominal input level, FLAT)

	
	
	

	Radio Channels
	
	[TBD]

	Number of samples
	24
	six for artificially generated mixed (3 female, 3 male talkers)
six for recorded mixed
twelve for music

	Listening Level
	1
	73 dB SPL

	Listeners
	24
	Naïve Listeners

	Randomizations
	[tbd]
	[4 groups of 6 listeners]
(each panel will listen 6 items [or enlarge numbers by limiting bit-rate operating conditions])

	Rating Scale
	1
	ITU-T P.800 DCR

	Replications
	1
	

	Listening System
	1
	HD-280 or equivalent

	Listening Environment
	
	No room noise


Table X.1: Factors and conditions for Experiments 12a (Artificially generated mixed) & 12b (Recorded mixed) 12c (Music) for SWB
	Main Codec Conditions
	
	

	Candidate
	[4]
	[EVS@13.2, 16.4, 24.4, 32, 13.2w/DTX, 16.4w/DTX, 24.4w/DTX]

	Error Conditions
	[2]
	FER 3%,  6%

	Input level
	1
	No level adjustment (-26 dBov for speech in artificially generated mixed content)

	Tandeming
	0
	no tandeming

	Input characteristic
	1
	50 - 16000 Hz

	
	
	

	Codec references
	
	

	Codec references
	[4]
	[AMR-WB@19.85, AMR-WB@23.85, G.722.1C@24, G.719@32]

	
	
	

	Other references
	
	

	Direct
	1
	Nominal input level, [FLAT]

	MNRU
	[6]
	Q=[TBD] (all: nominal input level, FLAT)

	
	
	

	Radio Channels
	
	[TBD]

	Number of samples
	24
	six for artificially generated mixed
six for recorded mixed

twelve for music

	Listening Level
	1
	73 dB SPL

	Listeners
	24
	Naïve Listeners

	Randomizations
	[tbd]
	[x groups of y listeners]

	Rating Scale
	1
	ITU-T P.800 DCR

	Replications
	1
	

	Listening System
	1
	HD-280 or equivalent

	Listening Environment
	
	No room noise


Table X.2: Factors and conditions for Experiments 12d (Artificially generated mixed) & 12e (Recorded mixed) 12f (Music) for SWB with impaired channel conditions
3 Proposed processing plan for artificially generated mixed content
3.1 Definition of clean speech source
Figure 2 shows the definition of a clean speech source (a sentence pair).

Total duration (play-out time) of a file is 8 sec. There should be 500 ms silence before a sentence and two sentences are concatenated (sentence pair). This sentence pair should contain sentences spoken in listener’s native language.

The length of silence part between before and between speech sentences should be enough, e.g., more than 500 ms, in order to effectively exhibit music part to be evaluated.
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Figure 2: Definition of a clean speech source (sentence pair)

3.2 Music source pre-processed with a windowing function

An appropriate set of music files should be selected in item selection phase to be defined in the test plan, EVS-8a.

A set of windowing functions should be used to modify input music level.

A windowing function is defined in a sequence of double-precision floating point values 0.0 <= w[i] <= 1.0; where 0<=i<256000 (= 32000 [Hz] x 8 [sec]).
A windowing function should be selected for a music source.

Figure 3 shows example windowing functions. Note that a windowing function with constant values of 1.0 represents -26 dBoV.

The source considers that a common set of music source (other than speech signals) should be used for evaluation in order to rectify conditions among all test sites.
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Figure 3: Example windowing functions

3.3 Processing for artificially generated mixed contents
Figure 4 shows the proposed preprocessing for artificially generated mixed contents.

A level adjusted speech file x(n) is mixed with a music file y(n) pre-processed with an windowing function z(n).

For example, 12 mixed content files can be generated by using 12 speech files x(1<=x<=12) and 12 music files y(1<=n<=12) pre-processed with 12 windowing functions z(1<=n<=12).

[image: image4]
Figure 4: Pre-processing for artificially generated mixed content files
4 Proposed processing plan for recorded mixed content and music
Figure 5 shows the proposed processing for recorded mixed content and music. There should be no level adjustment applied. Instead, the listening level of decoded signal will be adjusted to be [–X] dB. The gain factor should be calculated in NB. The gain should be modified if necessary in order to avoid clipping.

[image: image5]
Figure 5: Pre-processing for recorded mixed content and music files

[image: image6]
Figure 6: Post-processing for listening level adjustment

5 Conclusion

This document proposed a test plan and processing plan for mixed content and music.
This is proposed under the assumption that all listening labs use materials from a common database for recorded mixed content and music materials. Common pre-windowed music signals are used to generate artificially generated mixed content.
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Appendix

Annex A: Definition of the Mixed content to be tested

1) Speech over music / music over speech and speech between music / music between speech (e.g., variable level difference, fade-in/out, including speech over low-level music in the background at 20 dB and alternating speech and music)
2) Real examples which reflect some application scenarios (see notes)

Notes:

· 1) will be mixed by processing labs and 2) will not be.

· 1) is defined to test them in controlled conditions solving issues on language dependency, SNR, testing material dependency by different test labs, etc. Speech in test items should be understandable
· 2) is intended to contain cases that may not be covered by 1).
· Followings are some examples of application scenarios to be considered (The final list will be determined by contribution, particularly of test signals):
 Cellphone transmission of live music session, answering speech, music on hold,  future answering system in company capable with SWB, music with announcement, call to customer service, put on hold, with advertisement, ticket number, professional editing of speech and music, ring-back sound, captured sound from e.g., living room, stadium, disco, concert hall, background music behind speech, etc.

Editor’s note: This text is agreed with the condition that background music will not be evaluated in the noisy speech category.
Notes for consideration in SQ:
[all music and mixed content items will be evaluated in a single framework of listening test

all music and mixed content items will be evaluated using the same testing methodology]
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