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1 Introduction

SP-120182 is an ongoing work item on "Enhancement to FEC for MBMS" that has been approved at SA#53.
To evaluate the performance of a candidate FEC code a code performance evaluation is proposed as provided in section 2. The proposal is provided in section 2.

2 Code Performance Evaluation 
2.1 Introduction

For the evaluation of the code performance, two different methods are defined. Both method are to be applied.
2.2 Method 1

2.2.1 Evaluation Procedure
Data to be transmitted is partitioned into K symbols.  These K symbols are used to generate N total symbols to be transmitted, where N>=K. The N symbols are transmitted through an erasure channel with erasure probability Pe (on the FEC symbol level).  The erasure channel is IID and it operates on the data symbol by symbol.  The IID erasure channel is illustrated in Figure 1 and Figure 2.  Successful decoding requires at least K symbols to be received, but in some cases additional received symbols may be necessary.   Denote the number of symbols received in excess of K to be O.  The decoding failure probability distribution is a function of O and is given as P(O)=Pr{decoding with O overhead symbols or less fails}.   
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Figure 1: Illustration of the IID erasure channel.  Data is passed through the channel with probability   1-Pe, and erased with probability Pe.
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Figure 2: Data is passed through the IID erasure channel, with erasure probability of Pe.  Data is delivered to the decoder in the order in which it was transmitted.

To obtain the distribution P(O) a statistical evaluation procedure is proposed as follows:

1. Fix K, the number of encoded symbols

2. Fix N, the maximum number of symbols (systematic or repair) to be transmitted

3. Use an Erasure Channel with probability of error Pe for each symbol. 
4. Loop over 5 to 10 for N_iterations=10,000
5. Set O= -1 and TX= -1
6. Set RX=0

7. While (RX < K)

a. If (TX+1>N)

i. Note the case as “undecodable”

ii. Goto 5

b. TX=TX+1

c. Transmit a symbol through the Erasure Channel.  If the symbol is delivered by the Erasure Channel

i. RX = RX + 1

8. Attempt to Decode with the received symbols

9. If decoding is not successful

a. If(TX+1>N)

i. Note O and that the case was “undecodable”

ii. Goto 5

b. TX = TX+1

c. Transmit a symbol through the Erasure Channel.  If the symbol is delivered by the Erasure Channel

i. O=O+1

d. Goto 8

10. If decoding is successful

a. Note O
b. Goto 5

11. 
a. 

2.2.2 Test Cases

The following test cases are determined for the purpose of evaluating the code performance. 

Table 1 Test Cases for Code Performance

	Number
	K
	N
	Channel

	CP1
	32
	39
	IID Pe=5%

	CP2
	128
	154
	IID Pe=5%

	CP3
	256
	282
	IID Pe=5%

	CP4
	1024
	1127
	IID Pe=5%

	CP5
	8192
	9012
	IID Pe=5%

	CP6
	32
	45
	IID Pe=10%

	CP7
	128
	180
	IID Pe=10%

	CP8
	256
	308
	IID Pe=10%

	CP9
	1024
	1229
	IID Pe=10%

	CP10
	8192
	9831
	IID Pe=10%


2.2.3 Performance Metrics

For each of the above test cases the following performance metrics shall be reported for N_iterations=10,000:

· The probability that decoding is not successful with O = i symbols, P(O=i), where i=[0, 1, 2, 3, 4, 5, 6, 7, 8, 9, ceil(0.01*K), ceil(0.02*K), ceil(0.05*K), ceil(0.1*K), ceil(0.2*K)]. (0.2*K would not apply to CP3, CP4, and CP5.) (0.01 to 0.05*K would not apply to CP1 to CP8.)

· The probability that decoding is not successful P(undecodable).
Table 2 Reporting format for Code Performance Method 1

	Case
	P(O=0)
	P(O=1)
	P(O=2)
	P(O=3)
	P(O=4)
	P(O=5)
	P(O=6)
	P(O=7)
	P(O=8)
	P(O=9)
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	Case
	P(O= ceil(0.01*K))
	P(O= ceil(0.02*K)))
	P(O= ceil(0.05*K))
	P(O= ceil(0.1*K))
	P(O= ceil(0.2*K))
	P(unde-codable)
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2.3 Method 2
2.3.1 Evaluation Procedure

The distribution of the code overhead O for different permutations of received symbols is a relevant measure for the code performance. Specifically, the failure probability distribution defined as Pf(O)= Pr{decoding with exactly O overhead symbols fails} is relevant and may be used to determine the code performance.

To obtain the distribution Pf(O) a statistical evaluation procedure is proposed based on the following four parameters:

· the source block size K providing the total number of source symbols

· the maximum encoding symbol ID (ESI) N for any repair symbol

Given these numbers the following procedure is proposed to obtain the O for one experiment:

1. Generate a source block with K symbols

2. Generate N-K repair symbols with ESI=K+1, ..., N
3. Randomly pick K among the N symbols
4. Set O to 0

5. Attempt decoding using the available K+O encoding symbols. The symbols are ordered in sequence for decoding.
6. If decoding is not successful then

a. pick one additional not yet included encoding symbol randomly chosen from the N symbols. 
b. Set O to O+1, 

c. If K+O == N+1 then goto 7, else goto 5

7. Report O as the overhead result for this experiment

To obtain the distribution for the necessary overhead O at least 10,000 of the above experiments shall be carried out.

2.3.2 Test Cases

The following test cases are determined for the purpose of evaluating the code performance.
Table 1 Test Cases for Code Performance

	Number
	K
	N

	CP11
	32
	34

	CP12
	32
	38

	CP13
	32
	128

	CP14
	256
	269

	CP15
	256
	307

	CP16
	256
	1024

	CP17
	1024
	1075

	CP18
	1024
	1229

	CP19
	1024
	3072

	CP20
	8192
	8601

	CP21
	8192
	9830

	CP22
	8192
	30000


Note that code does not necessarily have to provide N different repair symbols, but the code may have less symbols N'. To use such codes in an environment were N symbols are sent, the N' are repeated. 
2.3.3 Performance Metrics

For each of the above test cases the following performance metrics shall be reported.

· The probability that decoding is not successful with less than O=0 symbols Pf(O=0),

· The necessary overhead O* to achieve Pf(O=O*) <= 0.5, O (Pf=0.5)
· The necessary overhead O* to achieve Pf(O=O*) <= 0.1, O (Pf=1e-1)
· The necessary overhead O* to achieve Pf(O=O*) <= 0.01, O (Pf=1e-2)
· The necessary overhead O* to achieve Pf(O=O*) <= 0.001, O (Pf=1e-3)
· The necessary overhead O* to achieve Pf(O=O*) <= 1e-4, O (Pf=1e-4)
· The necessary overhead O* to achieve Pf(O=O*) <= 1e-5, O (Pf=1e-5)
· The average symbol overhead E{O} for the test case.

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


Table 2 Reporting format for Code Performance Method 2
	Case
	Pf(O=0)
	O (Pf=0.5)
	O
 (Pf=1e-1)
	O
 (Pf=1e-2)
	O
 (Pf=1e-3)
	O
 (Pf=1e-4)
	O
 (Pf=1e-5)
	E{O}
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In addition, for each of the above test cases the following performance metrics shall be reported for N_iterations=10,000:

· The probability that decoding is not successful with O = i symbols, P(O=i), where i=[0, 1, 2, 3, 4, 5, 6, 7, 8, 9, ceil(0.01*K), ceil(0.02*K), ceil(0.05*K), ceil(0.1*K), ceil(0.2*K)]. (0.2*K would not apply to CP3, CP4, and CP5.) (0.01 to 0.05*K would not apply to CP1 to CP8.)

· The probability that decoding is not successful P(undecodable).
Table 5 Reporting format for Code Performance Method 1

	Case
	P(O=0)
	P(O=1)
	P(O=2)
	P(O=3)
	P(O=4)
	P(O=5)
	P(O=6)
	P(O=7)
	P(O=8)
	P(O=9)
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	Case
	P(O= ceil(0.01*K))
	P(O= ceil(0.02*K)))
	P(O= ceil(0.05*K))
	P(O= ceil(0.1*K))
	P(O= ceil(0.2*K))
	E{O}
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3 Proposal

It is proposed to add section 2 to the permanent document for EMM-EFEC for Code Performance Evaluation.
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