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1 Introduction

The quality of experience (QoE) for users of a multimedia streaming service is affected by several factors. One of them is the one-way delay to receive the multimedia streams. Suggested values for such delays in several applications are presented in [1]. For example, the end-to-end delay for conversational audio/video applications and interactive applications should be less than 1 sec, while the end-to-end delay for non-interactive audio/video streaming applications should be less than 10 sec. Another factor that affects the QoE of multimedia streaming is the synchronized presentation of media streams. The human visual system can tolerate a small degree of skew in presenting audio and video streams (<80 msec) [1]. Transporting audio and video streams over unreliable networks such as wireless networks and Internet introduces variable delay in receiving audio and video packets. This delay variation might become significant if audio and video packets are sent over two different connections as the case with RTP/RTCP streaming. Within the same device, this issue is sometimes called as “lip synchronization”. The issue becomes more complex if we are dealing with multimedia presentations on two or more geographically distributed devices in a temporally synchronized manner, which is called “multi-device synchronization”. In this contribution, we intend to present a review of both lip synchronization techniques on the same device and multi-device synchronization techniques for multimedia streaming applications.
2 Lip synchronization: media synchronization between audio and video streams for the same device
Most exiting solutions for lip synchronization target at RTP/RTCP streaming for video conferencing applications. It is possible to extend these solutions to other multimedia applications and other streaming protocols. The media streaming server sends RTCP packets including Sender Report (SR) to all receivers at a regular interval to provide the mapping between the RTP time stamps of each media component and a reference wall clock (NTP time). A lip synchronization solution is described in [2], which uses the clock of the audio decoder at the receiver as the master clock. The relationship between an incoming RTP packet and the playout time according to the audio decoder clock can be expressed as follows:

ATBout = RTPin + Krl 
(1)
where RTPin represents the RTP time stamp of the incoming packet, and ATBout represents the playout time with the audio decoder clock. Both the RTP time stamp and the audio decoder clock are in the same units, equal to the sampling rate of the audio stream.
To calculate the offset Krl, several delay values are used, all of which are in the units of the audio sampling rate:

· The current level of the jitter buffer is A. A will be nonzero if the RTP packet has arrived before the receiver decides on a value of Krl.

· The required nominal jitter buffer level is B.

· The playout hardware delay is C.

· The current audio device time is D.

The preliminary offset Krl used for this mapping is as follows:

Krl = ATB1 – RTPin1 = D + (B – A) + C – RTPin1
(2)
For lip sync, the receiver must determine a relationship between the local audio clock ATB and the local video clock VTB by calculating an offset AtoV:

VTB = ATB/(audio_sample_rate) + AtoV
(3)
Note that this equation converts the local audio device clock ATB into the units of seconds by dividing the audio time stamp by the audio sampling rate.
Fig 1 shows the sequence of steps to map the RTP video time stamp into the audio RTP time stamp and then back to the video device clock. The receiver follows these steps in order:

1. Map the video RTP time stamp RTPv into the sender NTP time domain, using the mapping established by the RTP-NTP time stamp pairs in the video RTCP packets.

2. From this NTP time stamp, calculate the corresponding audio RTP time stamp using the mapping established by the RTP-NTP time stamp pairs in the audio RTCP packets. At this point, the video RTP time stamp is mapped into the audio RTP time stamp.

3. From this audio RTP time stamp, calculate the corresponding time stamp in the audio clock by using the Krl offset. The result is a time stamp in the audio clock ATB.

4. From ATB, calculate the corresponding time stamp in the video clock VTB using the offset AtoV.

The receiver now ensures that the video frame with RTP time stamp RTPv will play on the video presentation device at the calculated local video clock VTB.
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Fig 1: RTP/RTCP audio and video synchronization
3  Multi-device media synchronization
A literature survey of existing solutions for multimedia synchronization across multiple devices is presented in [3]. The key is that the devices maintain the same playout timing for the corresponding media components. In general, the correlated devices form a group for synchronization. The multi-device synchronization schemes can be classified as: the master-slave receiver scheme, the synchronization maestro scheme and the distributed control scheme.
3.1 Master-slave synchronization
In the master-slave receiver scheme, the receivers are classified into a master receiver and one or more slave receivers. None of the slave receivers send any feedback information about the timing of their playout processes. A slave receiver simply adjusts its playout timing to that of the master receiver. Only the master receiver sends (multicast) its playout timing to all the other (slave) receivers. Fig 2 illustrates such a tree shape scheme, where UE1 is the root of the tree and all other UEs are the children. The sync control messages goes from UE1 to other UEs without any feedback. This solution might be suitable for a group synchronization that involves a large number of UEs during a broadcast session, where feedback packets from receivers are not possible.  Alternatively, the master here is the streaming server.
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Fig 2: master-slave synchronization
3.2 Synchronization maestro
This scheme is based on the existence of a synchronization maestro, which gathers the delay and playout status from all the receivers and instructs the receivers about the playout timing. In order to do this, each receiver reports (unicast) its delay and playout timing information to the maestro, and the maestro sends (multicast) the playout timing commands to the receivers for synchronization. Fig 3 shows such a scheme.
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Fig 3: synchronization maestro
This scheme was used by TISPAN for IPTV multi-device synchronization [4]. RTCP protocol was extended to carry the current presentation time stamps from receivers to the maestro as well as new commands from the maestro to adjust the presentation time in the receivers. These RTCP extensions were drafted in [5]. A special case of this scheme can be achieved by electing one of the UEs to be the maestro.
3.3 Distributed control synchronization
In the distributed control scheme, all the receivers can exchange (multicast) the control packets and use the timestamps in media packets to calculate playout delays to achieve group synchronization. Each receiver decides the reference playout timing based on the output timing of itself and that of the other receivers.  A distributed control scheme can adaptively keep the temporal and causal relationships according to the network load under distributed control. Fig 4 illustrates such fully connected graph between UEs. This solution might be suitable for a group synchronization that involves a small number of UEs e.g. in a social network such as Facebook or Google+.
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Fig 4: distributed control synchronization
4 Multi-device media synchronization mechanism in DASH

In DASH [6], the media presentation timeline is defined by the timing parameters at the period and segment levels in MPD. Hence, it is the responsibility of the HTTP streaming server or other proxy servers that provide MPD data to adjust presentation time to guarantee the synchronous playout of media streams within the same device or even between multiple devices.

Multi-device synchronization for live video streaming can somehow be achieved by using “suggestedPresentationDelay” at the MPD level, which can be set by the server. “suggestedPresentationDelay” specifies a fixed delay offset in time from the segment availability start times of each media segment. All the clients using this attribute for playback can achieve synchronous presentation. For a long HTTP streaming session such as a movie , clock drift, i.e. the difference in clock accuracy of the encoder and decoder may cause the playback to lag behind real-time or to interrupt the playback temporarily. HTTP streaming severs can help solve the clock drift issue by including the producer reference time box ‘prft’ in some media segments. The prft box supplies relative wall-clock times at which movie fragments or file segments were produced. It can provide clients with information to enable them to synchronize consumption with the production and thus avoid buffer overflow or underflow.
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