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1 Introduction

Currently in the 3GPP Release 10 specifications for HTTP Streaming [1], there is no requirement that the client access the server at a regular interval during live streaming. So, if a client has fetched the MPD 1 hour into a live presentation and the user wants to watch from the beginning of the presentation, then the client has all of the segment locations for the next hour. The client does not need to download a new MPD for approximately 1 hour (at which point it would run out of data). The major advantage of the “template” structure of the MPD is that the client does not need to fetch the MPD at regular intervals. In this case the client is informed through the MPD how to construct URLs in order to access segments that will be created in the future. The client has no need to fetch the MPD at intervals that are on the same order of magnitude as the segment duration. In fact, for both of these cases it could be on the order of 1 hour or more between MPD fetches by the client.

Since the client is not required to fetch the MPD at any regular interval, it is not possible for the HTTP streaming service to be migrated from one server to another without HTTP redirects unless the “timeShiftBufferDepth”  is provided in the MPD.  In this case as new segments are added to the MPD, their addresses can correspond to the new server location and the segments corresponding to the old server will eventually fall out of the time window corresponding to the “timeShiftBufferDepth”. Currently, the “timeShiftBufferDepth” is an optional parameter in the MPD and a longer “timeShiftBufferDepth” is usually considered more desirable because clients have a greater time range of stored content for viewing and seeking. Clearly, the ability to migrate service should not be linked to the “timeShiftBufferDepth”.

HTTP redirects require an extra round trip time. For every segment that is requested an extra round trip time is needed. This results in delay in switching and in seeking. On some mobile channels, this delay can be significant. HTTP redirects also require that the original server be functional enough to perform the HTTP redirect. If the server was taken offline, this may not be the case.
There has been some discussion on the DASH reflector of using HTTP Pragmas as a way of indicating that there has been an update to the MPD. HTTP Pragma’s could be used on the directory level of the HTTP server by putting a .htaccess file in the directory. However, Apache warns that this could result in a performance hit [2] in the following text:
There are two main reasons to avoid the use of .htaccess files.

The first of these is performance. When AllowOverride is set to allow the use of .htaccess files, Apache will look in every directory for .htaccess files. Thus, permitting .htaccess files causes a performance hit, whether or not you actually even use them! Also, the .htaccess file is loaded every time a document is requested.

Further note that Apache must look for .htaccess files in all higher-level directories, in order to have a full complement of directives that it must apply. (See section on how directives are applied.) Thus, if a file is requested out of a directory /www/htdocs/example, Apache must look for the following files:

/.htaccess
/www/.htaccess
/www/htdocs/.htaccess
/www/htdocs/example/.htaccess 
The second consideration is one of security. You are permitting users to modify server configuration

There has also been a contribution [3] of using inband signalling in the media segments themselves in order to signal an update to the MPD. This may result in less of a performance hit than HTTP pragmas and does not require modification of the server configuration.  
It would be useful for the clients to also know the reason that the MPD has been updated. For example if a client has just received a user request to seek back in time, then notice of an MPD update that informs the client of a few latest encoded Segments is not important. However, if the reason for the MPD update is that there has been a server migration and the locations of all segments have changed, then it is probably important that the client immediately fetch the update.
The MPD Update Box ('mpdu') provides an inband indication to an HTTP Streaming client that an update of the Media Presentation Description has occurred. In addition, it also provides flags that indicate the reason for the update and if the reason is because the MPD itself needs to be accessed from a new location, the new location is provided.

aligned(8) class MPDUpdateBox extends FullBox(‘mpdu’, version, flags) {
   if (version==1) {

       unsigned int(64) MPD_update_time;

   } else { // version==0

       unsigned int(32) MPD_update_time;

   }
   if (flags & 0x000002) {

      string new_MPD_URL;}
} 
version  is an integer that specifies the version of this box.

flags  is a 24-bit integer with flags; the following values are defined:
new_segments_available_flag: Indicates that the latest update of the MPD contained new segments. Flag value is 0x000001.
new_MPD_location_flag: Indicates that the MPD is available at a new location. Flag value is 0x000002.

segment_locations_change_flag:  Indicates that the location of at least one segment previously advertised in the MPD has changed. Flag value is 0x000004.
parameters_added_or_updated_flag:  Indicates that at least one attribute or element in the MPD unrelated to segment locations has changed. Flag value is 0x000008.
MPD_update_time: is an integer that declares the most recent time the track was modified (in

seconds since midnight, Jan. 1, 1904, in UTC time)
new_MPD_URL: is a null terminated string in UTF-8 characters and is present if and only if newMPD_location_flag is set. The string contains the URL of the new MPD.
Clients which are consuming content from the timeShiftBuffer may not see inband signalling. Therefore it is a good idea to have these clients come back and check the server at some maximum MPD fetch interval

A maximum period of time that the client can go without fetching an MPD should be specified in the MPD itself in the form of an attribute “maximumMPDFetchInterval”. This enables the server to be sure that all clients have seen an update of the MPD within maximumMPDFetchInterval, which enables service migration. Furthermore, if the service is migrated to a new server, then the MPD is likely migrated as well and having the attribute newMPDLocation informs clients as to the new location.

	
	newMPDLocation
	A
	
	O
	The presence of this parameter signals a change in the location of the MPD. The MPD is maintained in both the old and new locations for at least maximumMPDFetchInterval. After  receiving an MPD with this attribute, clients must fetch the next MPD from newMPDLocation.

	
	maximumMPDFetchInterval
	A
	
	CM

Must be present since the beginning of the presentation in order to use newMPDLocation attribute 
	Specifies the maximum amount of time allowed  between MPD fetches by the client.  


2 Proposal

Inband signalling could be used with some indication to the client of the reason for the MPD update (e.g. new segments added to the MPD or all segments migrated to another server, etc.). It is proposed to adopt the ‘mpdu’ box into TS 26.244 for Rel-10 3GP-DASH. Is is also proposed to add the new MPD level attributes newMPDLocation and maximumMPDFetchInterval to the MPD.
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