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*** Start change 1 ***
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply:

NOTE:
A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

Evolved UTRAN: Evolved UTRAN is an evolution of the 3G UMTS radio-access network towards a high-data-rate, low-latency and packet-optimized radio-access network.
Frame Loss Rate (FLR): The percentage of speech frames not delivered to the decoder. FLR includes speech frames that are not received in time to be used for decoding.
MTSI client: A function in a terminal or in a network entity (e.g. a MRFP) that supports MTSI.

MTSI client in terminal: An MTSI client that is implemented in a terminal or UE. The term “MTSI client in terminal” is used in this document when entities such as MRFP, MRFC or media gateways are excluded.

MTSI media gateway (or MTSI MGW): A media gateway that provides interworking between an MTSI client and a non MTSI client, e.g. a CS UE. The term MTSI media gateway is used in a broad sense, as it is outside the scope of the current specification to make the distinction whether certain functionality should be implemented in the MGW or in the MGCF.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply:

NOTE:
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AC
Alternating Current

AL-SDU
Application Layer - Service Data Unit

AMR
Adaptive Multi-Rate

AMR-NB
Adaptive Multi-Rate - NarrowBand

AMR-WB
Adaptive Multi-Rate - WideBand

APP
APPlication-defined RTCP packet

ARQ
Automatic repeat ReQuest

AS
Application Server

AVC
Advanced Video Coding

CCM
Codec Control Messages

CDF
Cumulative Distribution Function

CMR
Codec Mode Request

cps
characters per second

CS
Circuit Switched

CSCF
Call Session Control Function

CTM
Cellular Text telephone Modem

DTMF
Dual Tone Multi-Frequency

DTX
Discontinuous Transmission

ECN
Explicit Congestion Notification

ECN-CE
ECN Congestion Experienced

ECT
ECN Capable Transport

eNodeB
E-UTRAN Node B

E-UTRAN
Evolved UTRAN
FLR
Frame Loss Rate
GIP
Generic IP access

GOB
Group Of Blocks

H-ARQ
Hybrid - ARQ

HSPA
High Speed Packet Access

ICM
Initial Codec Mode

IDR
Instantaneous Decoding Refresh

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

ITU-T
International Telecommunications Union - Telecommunications

JBM
Jitter Buffer Management

MGCF
Media Gateway Control Function

MGW
Media GateWay

MIME
Multipurpose Internet Mail Extensions

MO
Management Object

MPEG
Moving Picture Experts Group

MRFC
Media Resource Function Controller

MRFP
Media Resource Function Processor

MSRP
Message Session Relay Protocol

MTSI
Multimedia Telephony Service for IMS

MTU
Maximum Transfer Unit

NACK
Negative ACKnowledgment

NNI
Network-to-Network Interface

NTP
Network Time Protocol

PCM
Pulse Code Modulation

PDP
Packet Data Protocol

PLI
Picture Loss Indication

POI
Point Of Interconnect

PSTN
Public Switched Telephone Network

QoE
Quality of Experience

QoS
Quality of Service

QP
Quantization Parameter
RoHC
Robust HeaderCompression

RR
Receiver Report

RTCP
RTP Control Protocol

RTP
Real-time Transport Protocol

SB-ADPCM
Sub-Band Adaptive Differential PCM

SDP
Session Description Protocol

SDPCapNeg
SDP Capability Negotiation

SID
SIlence Descriptor

SIP
Session Initiation Protocol

SR
Sender Report

TFO
Tandem-Free Operation

TISPAN
Telecoms and Internet converged Services and Protocols for Advanced Network

TMMBN
Temporary Maximum Media Bit-rate Notification

TMMBR
Temporary Maximum Media Bit-rate Request

TrFO
Transcoder-Free Operation

UDP
User Datagram Protocol

UE 
User Equipment

VoIP
Voice over IP

VOP
Video Object Plane

*** End change 1 ***

*** Start change 2 ***

C.1.1
Introduction

This annex gives the outline of possible example adaptation implementations that make use of adaptation signalling for speech as described in section 10.2. Several different adaptation implementations are possible and the examples shown in this section are not to be seen as a set of different adaptive schemes excluding other designs. Implementers are free to use these examples or to use any other adaptation algorithms. The examples are based on measuring the packet loss rate (PLR) but Annex C.1.3.1 describes how the measured frame loss rate (FLR) can be used instead of the PLR. A real implementation is free to use other adaptation triggers. The purpose of the section is to show a few different examples of how receiver state machines can be used both to control the signalling but also to control the signalling requests. Notice that the MTSI clients can have different implementations of the adaptation state machines.

The annex is divided into three sections:

-
Signalling considerations - Implementation considerations on the signalling mechanism; the signalling state machine.

-
Adaptation state machines - Three different examples of adaptation state machines either using the full set of adaptation dimensions or a subset thereof.

-
Other issues and solutions - Default actions and lower layer triggers.

In this annex, a media receiver is the receiving end of the media flow, hence the request sender of any adaptation request. A media sender is the sending entity of the media, hence the request receiver of the adaptation request. The three different adaptation mechanisms available; bit-rate, packet-rate and error resilience, represents different ways to adapt to current transport characteristics:

-
Bit-rate adaptation. Reducing the bit-rate is in all examples shown in this section the first action done whenever a measurement indicating that action is needed to further optimize the session quality. A bit-rate reduction will reduce the utilization of the network resources to transmit the data. In the radio case, this would reduce the required transmission power and free resources either for more data or added channel coding. It is reasonable to assume, also consistent with a proper behaviour on IP networks, that a reduction of bit-rate is a valid first measure to take whenever the transport characteristics indicate that the current settings of the session do not provide an optimized session quality.

-
Packet-rate adaptation. In some of the examples, packet-rate adaptation is a second measure available to further adapt to the transport characteristics. A reduction of packet rate will in some cases improve the session quality, e.g. in transmission channels including WLAN. Further, a reduction of packet rate will also reduce the protocol overhead since more data is encapsulated into each RTP packet. Although robust header compression (RoHC) can reduce the protocol overhead over the wireless link, the core network will still see the full header and for speech data, it consists of a considerable part of the data transmitted. Hence, packet-rate adaptation serves as a second step in reducing the total bit-rate needed for the session.

-
Error resilience. The last adaptive measure in these examples is the use of error resilience measures, or explicitly, application level redundancy. Application level redundancy does not reduce the amount of bits needed to be transmitted but instead transmit the data in a more robust way. Application level redundancy should only be seen as a last measure when no other adaptation action has succeeded in optimizing the session quality sufficiently well. For most normal use cases, application level redundancy is not foreseen to be used, rather it serves as the last resort when the session quality is severely jeopardized.

*** End change 2 ***

*** Start change 3 ***

C.1.3.1
General

The example adaptation state machines shown in this section are different realizations of the control algorithm for the adaptation requests. Note that this does not include how the actual signalling should be done but how various triggers will result in the transmission of different requests.

The example adaptation state machines make use of the signalling state machine outlined in clause B.2. Common to all adaptation state machines is that it is possible to implement all versions in the same code and just exclude appropriate states depending on desired mode of operation. All examples can transit between a number of states (denoted S1…S4). In these examples, it is assumed that the codec is AMR-NB and that it uses two coding rates (AMR 12.2 and AMR 5.9). However, this is not a limitation of the adaptation mechanism by itself. It is only the scenario used in these examples.

Since the purpose of the adaptation mechanism is to improve the quality of the session, any adaptation signalling is based upon some trigger; either a received indication or a measurement. In the case of a measurement trigger, it is important to gather reliable statistics. This requires a measurement period which is sufficiently long to give a reliable estimation of the channel quality but also sufficiently short to enable fast adaptation. For typical MTSI scenarios on 3GPP accesses, a measurement period in the order of 100 packets is recommended. Further, in order to have an adaptation control which is reliable and stable, a hangover period is needed after a new state has been entered (typically 100 to 200 packets). An even longer hangover period is suitable when transiting from an error resilient state or a reduced rate into the default, normal state. In the below examples, it is assumed that the metric used in the adaptation is the packet loss rate measured on the application layer. It is possible to use other metrics such as lower layer channel quality metrics.

Note that mode change requests must follow the rules outlined in clause 5.2.1.

The example solution is designed based on the following assumptions:

-
When the packet loss rate increases, the adaptation should:

-
First try with a lower codec mode rate, i.e. bit-rate back off.

-
If this does not improve the situation, then one should try with packet rate back-off by increasing the frame aggregation.

-
If none of these methods help, then application layer redundancy should be added to save the session.

-
When the packet loss rate increases, one should try to increase the bit rate in a "safe" manner. This is done by probing for higher bit rates by adding redundancy.

-
The downwards adaptation, towards lower rates and redundancy, should be fast while the upwards adaptation should be slow.

-
Hysteresis should be used to avoid oscillating behaviour between two states.

A description of the different states and what trigger the transition into the respective state is given in table C.3.

Table C.3: Adaptation state machine states and their meaning

	State
	Description

	S1
	Default/normal state: Good channel conditions.

This state has the properties:

· Codec rate: Highest mode in mode set.

· Frame aggregation: Equal to the ptime value in the agreed session parameters.

· Redundancy: 0%.

	S2
	In this state the encoding bit-rate and the packet rate is reduced. The state is divided into 2 sub states (S2a and  S2b). In state S2a the codec rate is reduced and in state S2b the packet rate is also reduced (the frame aggregation is increased). State S2a may also involve a gradual decrease of the codec-rate in order to be in agreement with the session parameters. If no restrictions are in place regarding mode changes (i.e. such as only allowing changing to a neighbouring mode), it changes bit-rate to the target reduced bit-rate directly. If restrictions are in place, several mode changes might be needed.

This state has the properties:

· Codec rate: Any codec rate except the highest rate in mode set, preferably a codec rate that is roughly half the highest rate.

· Frame aggregation:

· S2a: Equal to the ptime value in the agreed session parameters.

· S2b: ptime+N*20ms where N > 1, limited by max-ptime.

· Redundancy: 0%.

	S3
	This is an interim state where the total bit-rate and packet rate is roughly equal to state S1. 100% redundancy is used with a lower codec mode than S1. This is done to probe the channel band-width with a higher tolerance to packet loss to determine if it is possible to revert back to S1 without significantly increase the packet loss rate.

This state has the properties:

· Codec rate: Any codec rate except the highest rate in mode set, preferably a codec rate that is roughly half the highest rate, target total rate (with redundancy) should be roughly the same as in S1.

· Frame aggregation: Equal to the ptime value in the agreed session parameters.

· Redundancy: 100%.

	S4
	In this state the encoding bit-rate is reduced (the same bit-rate as in S2) and redundancy is turned on. Optionally also the packet rate is kept the same as in state S2.

This state has the properties:

· Codec rate: Any codec rate except the highest rate in mode set, preferably a codec rate that is roughly half the highest rate.

· Frame aggregation: Equal to the ptime value in the agreed session parameters.

· Redundancy: 100%, possibly with offset.


The parameters and other definitions controlling the behaviour of the adaptation state machine are described in table C.4. Example values are also shown, values which give good performance on a wide range of different channel conditions.

Table C.4: State transition definitions, thresholds and temporal adaptation control parameters

	Parameter
	Value/meaning
	Comment

	PLR_1
	3 %
	

	PLR_2
	1 %
	

	PLR_3
	2 %
	

	PLR_4
	10 %
	

	N_INHIBIT
	1 000 frames
	A random value may be used to avoid large scale oscillation problems.

	N_HOLD
	5 measurement periods
	

	T_RESPONSE
	500 ms
	Estimated response time for a request to be fulfilled.

	Packet loss burst
	2 or more packet losses in the last 20 packets.
	


As described in Annex C.1.1, the frame loss rate (FLR) can be used instead of the packet loss rate to trigger the adaptation. The benefit with using FLR is that this metric can (and should) include the late losses that occur if frames are received too late to be useful for decoding. Table C.4a shows thresholds that can be used for FLR if the FLR-triggered adaptation is used instead of the PLR-triggered adaptation.
Table C.4a: FLR thresholds when using the frame loss rate to control the adaptation
	Parameter
	Value/meaning
	Comment

	FLR_1
	3 %
	Used instead of PLR_1

	FLR_2
	1 %
	Used instead of PLR_2

	FLR_3
	2 %
	Used instead of PLR_3

	FLR_4
	3 %
	Used instead of PLR_4

	Frame loss burst
	2 or more frame losses in the last 20 frames.
	Replaces packet loss burst


The adaptation state machines shown in Annex C.1.3.2, C.1.3.3 and C.1.3.4 can be used also for FLR-triggered adaptation by applying the following modifications:

-
The media receiver needs to measure the frame loss rate instead of the packet loss rate. The frame loss rate includes late losses.
-
The PLR thresholds need to be replaced with the corresponding FLR thresholds, as shown in Table C.4a.
The state machines are otherwise the same.
*** End change 3 ***

*** Start change 4 ***

C.1.3.5
Adaptation when using ECN

This example shows how ECN may be used to trigger media bit-rate adaptation. ECN can be used in combination with other adaptation triggers, for example packet loss triggered adaptation schemes or frame loss rate triggered adaptation schemes, although this is not included in this example.

In this example, the ECN-triggered adaptation is configured using the set of parameters as described in Table C.8.

Table C.8: Configuration parameters used for the ECN triggered adaptation in this example
	Parameter
	Description

	ECN_min_rate
	Used in accordance with Table 10.1

	ECN_congestion_wait
	Used in accordance with Table 10.1


Figure C.5 shows how the codec rate changes over the session if there is no congestion and therefore no ECN-CE marking (and no packet losses). The codec modes that can be used during the session are negotiated at session setup. In this case it is assumed that the recommended four AMR {4.75, 5.9, 7.4 and 12.2 kbps} codec modes can be used in the session. It is further assumed that the highest codec mode allowed in the session is AMR 12.2 kbps and the ECN_min_rate corresponds to AMR 5.9 kbps, see Clause 10.2.0.

NOTE:
ECN can also be used for AMR-WB in a corresponding way, with the difference that the highest codec mode and ECN_min_rate would be selected based on the AMR-WB codec mode rates.
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Figure C.5: Example of codec mode usage in a session

The session starts with the Initial Codec Mode (ICM), i.e. the AMR 5.9 kbps codec mode, see Clause 7.5.2.1.6. The receiving MTSI client evaluates the performance, for example by measuring the packet loss rate and detecting ECN-CE marked packets, and adapts the codec mode upwards (by sending adaptation requests backwards to the sender) in steps as long as no ECN-CE marked packets and no (or only marginal) performance problems are detected. In this case, this means that the MTSI client starts using the AMR 5.9 kbps mode, then switches to the AMR 7.4 kbps mode and then to the AMR 12.2 kbps mode.

The step-wise upswitching is used because the receiving MTSI client does not know whether the new and higher rate is sustainable or not. The transmission performance for each new rate needs to be verified over a time period before further upswitching can be attempted. If the new bit rate would prove to be not sustainable then the receiving MTSI client would switch back to the previously used rate or even a lower rate (not shown in these figures).

Figure C.6 shows how ECN-CE marked packets may trigger codec adaptation.
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Figure C.6: Example of how ECN may trigger codec adaptation

Again, the session starts with ICM, i.e. the AMR 5.9 kbps codec mode. The MTSI client evaluates the performance, for example the packet loss rate and/or ECN-CE marked packets, and adapts the codec mode upwards if it is deemed possible to do so. During the upwards adaptation, the receiver detects in this example a congestion event since ECN-CE is set for at least one of the received IP packets. In this case a fast back-off strategy is used and the receiver therefore sends an adaptation request back to the sender using RTCP APP with a request to switch to a low codec mode, in this case to adapt to the AMR 5.9 kbps mode. The AVPF profile allows for sending an (one) RTCP packet without waiting for the normal RTCP transmission interval, even if a regular compound RTCP was recently transmitted. This gives a faster reaction to ECN-CE.

After the down-switch, a waiting time is used to prevent upswitch too soon after the congestion event since too early upswitch is likely to trigger further congestion. The receiver uses RTCP APP also for the adaptation requests for upswitch. It is beneficial to use the normal RTCP transmission rules, defined for the AVP profile, for the upswitch adaptation signalling because this enables using the AVPF transmission rules in case congestion would occur immediately after the upswitch.

The response to the ECN-CE marking, the waiting time and the upswitching after a congestion event is the same regardless of when the congestion occurs, which is shown in Figure C.7. This is because the MTSI client is evaluating if the bit rate is sustainable also after switching up to the high bit rate.
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Figure C.7: Example of codec mode usage in a session

Figure C.7 also shows how the fast down-switch gives a rapid codec mode switch from the AMR 12.2 kbps to the AMR 5.9 kbps mode. The codec mode request (CMR) sent from the receiver may suggest a direct switch from the AMR 12.2 kbps mode to the AMR 5.9 kbps mode. However, if the MTSI client is inter-working with a CS GERAN then mode changes will be limited in the session setup to every other frame border and also to neighboring modes. The MTSI client obviously has to follow such rules for mode changes, if they are defined in the session setup. The sender may therefore be prevented from following the CMR directly and it may take a few frames until the target codec mode is reached.

*** End change 4 ***
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