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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document provides an analysis of the future video capability requirements of streaming and multicast/broadcast services. The purpose of this document is two-fold. On the one hand, it studies the options to upgrade the minimal requirements for video reception and decoding. On the other hand, it studies use cases for support of more advanced UEs. The ultimate target of this study item is to recommend solutions for efficiently providing video support commensurate with UE and user capabilities and needs in PSS and MBMS services.
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3
Definitions and abbreviations

3.1
Definitions

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [5] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [5].

AVC
Advanced Video Coding

MBMS
Multimedia Broadcast/Multicast Services

PSS
Packet Switched Streaming Service

SVC
Scalable Video Coding
MVC
Multi-view Video Coding
4
General

4.1
Introduction

5
Use Cases

5.1
2D Video Use Cases

5.1.1
Adaptive HTTP streaming and caches

This use case considers HTTP-based streaming delivery of video content. Caching of popular content can significantly decrease the average and peak load within a 3GPP backbone. Using HTTP streaming, caching can be performed by standard HTTP caches. 
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Figure 1: System Architecture for Adaptive HTTP Streaming [TS 26.234].

In this use case the media coding, especially the video coding (e.g. multi-layered SVC compared to multi bitrate versions of H.264/AVC single layer coding), and its integration into HTTP Streaming framework will be evaluated with respect to improvement in usage of originating server, backbone and caches, and in general its impact on the system, including the impact on encoders and clients. Furthermore the effect of rate adaptation will be evaluated in such scenarios.
5.1.2
UE Power Saving and Fast Stream Switching in MBMS

Efficient power usage is an important criterion in providing MBMS TV service. When the TV stream is transmitted continuously, UE should receive data continuously in active mode, as a result, battery power is consumed. Typical method used for UE power saving is scheduling the transmission and sleep period that UE may turn-off radio component during the sleep interval. This requires discontinuous transmission of MBMS streams. However, a trade-off is that user may experience long delay when switching between streams, if the sleep interval is increased. It is required UE should be able to achieve efficient power usage without incurring long switching delay. IVS may be used for providing quick view of low-quality video while the UE is performing stream switching, as a result, it provides better user experience when changing stream, and improves battery life.

5.1.3
Graceful Degradation

5.1.3.1
Rate adaptation in PSS when entering bad reception conditions

A mobile TV service may have to cope with varying reception conditions at the UE to avoid service interruptions. A desired behaviour would be to apply by rate adaptation of the video stream to the achievable service bit rate. Since a reduced media rate results in a reduced video play out quality, such a video stream adaptation should be performed in a graceful way. Therefore, the service should allow a fine granular rate adaptation to avoid abrupt quality changes in an efficient way
5.1.3.2
Graceful Degradation in MBMS services when entering bad reception conditions

In contrary to a PSS service, an MBMS service cannot adapt to individual receivers need. That is, users entering difficult reception conditions may experience sudden service interruption instead of soft degradation of e.g. video quality. To keep users satisfied when switching from PSS services to MBMS, a Graceful Degradation of the broadcast service is a desired feature. Such a feature can be applied to a broadcast service by allowing differentiation transmission robustness for different parts of the video stream. The service should allow minimum acceptable quality to the user perception at the service coverage configured by operator.
5.1.3.3
Graceful Degradation in Traffic Congestion

In a situation where multiple service users converge in a cell, available bandwidth of the cell depletes quickly. In such case, service to lately incoming UEs may be refused, or all UEs in the cell may suffer severe quality degradation. The situation can be improved when bandwidth of the streams can be reduced with graceful quality degradation using IVS. The service quality is recovered as congestion state of the cell is relieved.
5.1.3.4
Combined support of heterogeneous devices and Graceful Degradation

It is expected, that there will be a coexistence of a variety of device capabilities within 3GPP system and each of these devices may be in different reception conditions. Therefore to cope with both of these challenges in an efficient way, a service should be able to support the heterogeneous devices and to provide Graceful Degradation behaviour at the same time. 
5.2
Stereoscopic 3D Video Use Cases
5.2.1
Stereoscopic 3D Video Delivery

Stereoscopic 3D video content is becoming increasingly available. A steadily growing share of professionally produced content is captured in stereoscopic 3D format. On the other hand, mobile devices with 3D rendering capabilities will gradually enter the market. Since capturing clean stereoscopic 3D video is extremely challenging, it is expected that the main short-term usage of these device capabilities will be for the consumption of professionally produced stereoscopic 3D content. Figure 2 depicts an example setup for the distribution of stereoscopic 3D content. While 3D capable devices will enjoy the stereo video, it should be possible to author so that legacy devices can consume the same content in 2D.

[image: image4.jpg]~Ya

QVGA
“on ?‘

=y L

eae





Figure 2 Example Scenario of Distribution of 2D and Stereoscopic 3D Video
Services such as PSS and MBMS provide the right channels for distributing the content to 3D capable mobile devices. The specified delivery options include multicast, RTP streaming, adaptive HTTP streaming and progressive download. 

This use case may be enabled through different video coding solutions such as H.264/MVC [3] and frame-compatible H.264/AVC (with SEI signaling). These solutions will be studied and their performances will be evaluated.

It is in the scope of the study to consider not only coding and backwards-compatibility, but also the suitability of mobile devices in general for viewing 3D content (considering issues such as screen size, viewing distance, and resolution, for example). It is also in scope to consider whether 3D content from other domains could be re-targeted or whether the mobile environment might need custom 3D content preparation. Finally, consideration of whether different mobile devices might need different content (not just, for example, different encodings or resolutions), is in scope.
5.2.2
External viewing 3D experience

5.2.2.1
Introduction

The following use cases are based on the same access conditions as presented in 5.2.1. They propose the ability to decode a 3D video content directly on the UE with using an external display to provide the 3D experience. 

5.2.2.2
Video Eyewear 3D experience

This use case describes a 3D experience provided thanks to video glasses (also called video eyewear headsets) compatible with stereoscopic video. During the recent years, progress has been achieved on the ability to use such video glasses in order to simulate large screen viewing experience. When connected to a mobile terminal receiving a stereoscopic video the video glasses display the left view on the left eye and the right view on the right eye. Each eye receiving a different view, the depth is provided to the user.

The figure bellow illustrates the current use case.
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Figure 3 Use case of 3D content viewed on video glasses
5.2.2.3
Mobile terminal connected to a 3DTV set

This use case can be associated to the mobile 3D concept in the way it enables 3D experience when receiving a video content over the 3GPP access network. A user wants to watch a 3D movie on its 3D compatible TV set at home. He may take advantage of its LTE coverage to get the streamed video which is decoded in its mobile terminal. The terminal has a digital connectivity which enables the connection with a 3DTV display (e.g. via a micro-HDMI/HDMI cable). In this use case the mobile terminal acts as a mobile Set top box.

The figure hereafter illustrates the current use case.
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Figure 4 Use case of 3D content viewed on a 3D TV set
6
Evaluation of Solutions
6.1
2D Use Cases
6.1.1
Enabling Codecs and Formats
6.1.1.1
Scalable Video Coding
6.1.1.1.1
Introduction
Scalable Video Coding (SVC) [3] has been defined as an extension to the H.264/AVC [3] video coding standard. SVC enhances H.264/AVC with a set of new profiles and encoding tools that may be used to produce scalable bitstreams. SVC supports three different types of scalability: spatial scalability, temporal scalability, and quality scalability. Temporal scalability is realized using the already existing reference picture selection flexibility in H.264/AVC [3] as well as bi-directionally predicted B-pictures. The prediction dependencies of B-pictures are arranged in a hierarchical structure. Furthermore, appropriate rate control is used to adjust the bit budget of each picture to be proportional to its temporal importance in a procedure called quantization parameter cascading. The slightly and gradually reduced picture quality of the hierarchical B-pictures has been shown not to significantly impact the subjective quality and the watching experience, while showing high compression efficiency. Figure 5 shows an example of the realization of temporal scalability using hierarchical B-pictures. The example shows 4 different temporal levels, resulting in one base layer and 3 temporal enhancement layers. This allows the frame rate to be scaled by a factor up to 8 (e.g. from 60Hz to 7.5Hz). This approach has the drawback that it incurs a relatively high decoding delay that is exponentially proportional to the number of temporal layers, since the pictures have to be decoded in a different order than their display order. As the coding gain also diminishes with the increasing number of hierarchy levels, it is not appropriate to generate a high number of temporal layers. An alternative to the above mentioned approach for temporal scalability is the use of low-delay uni-directional prediction structures, hence avoiding the out-of-display-order decoding at the cost of reduced coding efficiency.
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Figure 5 Temporal scalability with hierarchical B-picture structure in SVC
Spatial scalability is the most important scalability type in SVC. It enables encoding a video sequence into a video bit stream that contains one or more subset bit streams and where each of these subsets provides a video at a different spatial resolution. The spatially scalable video caters for the needs of different consumer devices with different display capabilities and processing power. Figure 6 depicts an example for a prediction structure for spatial scalability (QCIF to CIF resolution). The spatial scalability layer is enhanced with an additional temporal scalability layer that doubles the frame rate at the CIF resolution. 
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Figure 6 Example prediction structure for spatial scalability
SVC defines three different inter-layer prediction modes that are designed to enable the single-loop low complexity decoding at the decoder. In other words, motion compensation is performed only once at the target layer at the decoder. The inter-layer prediction tools are inter-layer INTRA (texture) prediction, inter-layer motion prediction, and inter-layer residual prediction.

Inter-layer INTRA prediction enables texture prediction from the base layer at co-located macro-blocks (after upsampling). It is restricted to INTRA coded macroblocks at the lower layer. The up-sampling of the macroblock texture is performed using well-specified up-sampling filters (a 4-tap filter for Luma samples and bi-linear filter from chroma samples). Inter-layer motion prediction implies prediction of the base layer motion vector from the co-located INTER-coded macro-block (after upsampling) of the lower layer. The prediction involves all components of the motion vector: the macro-block partitioning structures, the reference picture indices, and the x- and y- components representing the motion direction. Finally, the inter-layer residual prediction allows inter-layer prediction from the residual after INTER-prediction at the lower layer. At the decoder side, the residual information of the target layer is built up by summing all correctly up-scaled residuals of the lower dependent layers. 

The third prediction type in SVC is quality scalability. Quality scalability enables the achievement of different operation points, each yielding a different video quality. Coarse Grain Scalability (CGS) is a form of quality scalability that uses the same tools as the spatial scalability, hence operating in the spatial domain. Alternatively, Medium Grain Scalability (MGS) may be used to achieve quality scalability performing the inter-layer prediction at the transform domain. Two techniques are advocated for MGS scalability: splitting number of transform coefficients and encoding difference of transform coefficients quantized using different quantization parameters. MGS significantly reduces the complexity at encoder and decoder. CGS may be seen as a variant of spatial scalability where the spatial scaling factor is set to one. Quality scalability may be used to address different use cases such as rate adaptation or for offering a high quality pay service.

6.1.1.1.2
Solution Configuration
For the purposes of improved video support in 3GPP services, a profile of SVC [3] is selected that allows backwards compatibility to basic terminals. This is inherently provided by SVC by requesting the base layer to be H.264/AVC [3] compatible. Furthermore, it has to be ensured that the base layer also conforms to the minimal requirements for basic services. This results in a requirement to have conformance with the restricted baseline profile of H.264/AVC [3]. By consequence, SVC has to be used according to the Scalable Baseline profile.

Additionally, the level selection for a base layer has to be aligned with the minimal level requirements for 3GPP services. For enhancement layers, the level selection is proposed to be set to level 3, which has the following characteristics:

Table 1 Limitations of the proposed SVC level 3
	Maximum macroblocks/second
	Maximum Frame Size in MBs
	Maximum Bitrate
	

	40500
	1620
	10 Mbps
	

	Format
	Luma Width
	Luma Height
	Frame Rate

	QCIF
	176
	144
	172

	QVGA
	320
	240
	135

	WQVGA
	400
	240
	108

	CIF
	352
	288
	102.3

	HVGA
	480
	320
	67.5

	nHD
	640
	360
	45

	VGA
	640
	480
	33.8

	525 SD
	720
	480
	30

	625 SD
	720
	576
	25


The Improved Video Support is meant to address the needs of advanced terminals, as such the proposed solution should be optional for service provider and for UE. Appropriate mechanisms to properly announce and setup the session (either including or excluding enhancement layers) are available or should be extended. If UE supports SVC and it detects that the service also provides SVC enhancement layer(s), then the UE is able to consume the service at an improved quality/resolution.
6.1.2
Solution Integration Approaches
6.1.2.1
Rate Adaptation for PSS using SVC with priority-based transmission scheduling
This solution integration is related to the use case "Rate adaptation in PSS when entering bad reception conditions" (section 5.1.3.1).

In order to overcome outages and phases with reduced bit rate, a priority-based transmission scheduling (PBTS) algorithm is proposed to be used to pre-buffer larger amounts of more important data for longer playouts than data with less importance for the resulting video playout quality. The adaptation of the transmission scheduling and the media rate is only based on buffer status reports from client to PSS server as depicted in Figure 7.
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Figure 7 Transmission scheduling and media rate adaptation based on priority based buffer status reports
Typically, the size of a UEs buffer is fixed which is assumed in this scenario. The maximum buffering time is depicted in Figure 8 for a standard buffer with one media quality and a priority based buffer with exemplary two quality levels, either temporal, spatial or quality levels or combination of those. 
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Figure 8 Priority (PBTS) buffer using different qualities (Q1 and Q2) vs. standard buffer with one quality (Q), with t+y respectively t being the maximum sustainable outage time
In this example, the maximum buffer time for the standard buffer is t, which is dependent on the bit rate of the video stream (Q). The priority buffer allows to prebuffer a longer time of the lowest quality level (Q1) t+y by reducing the prebuffer time of the higher quality level (Q2) to t-x, where t+y and t-x depend on the bit rate of the quality levels.

To fill up a standard buffer, the PSS server uses a transmission scheduling in decoding order of the video stream. Whereas to fill up a priority based buffer, the PSS server uses a priority based transmission scheduling, where it first fills up the lowest quality level to t+y and after that the higher quality layer to t-x. After that it switches to the standard transmission scheduling in decoding order. 

When the UE enters difficult reception conditions, the available bit rate may no longer be sufficient for the transmission of the highest quality. Having a standard buffer, in such a case users would experience a video outage. In case of having a buffer filled with a priority scheduling algorithm, the high quality data in the buffer runs out earlier than lower qualities. Using SVC, the PSS server would adapt the media stream bit rate to the available service bit rate by dropping quality layers, which still allows to keep the buffer state of the lowest quality level fully filled. Compared to the use of a standard buffer, the highest quality runs out even faster with the priority based approach. Nevertheless, the priority based scheduling allows for keeping the playout alive during longer outages than in the standard case.

Dependent on the buffer reports, the PSS streaming server adapts the media stream bit rate to the quality of the available service bit rate. If the clients’ reception condition allows a higher quality, the transmission scheduling is adapted to allow rebuffering of the priority buffer to the maximum quality of the available service bit rate.

Although PBTS can be based on H.264/AVC temporal scalability (AVC-PBTS) as already proposed in [6], SVC has the handy advantage to allow a bit rate reduction using quality or spatial scalability instead of relying on pure temporal scalability as described in [4].

6.1.2.2
Unequal error protection with SVC in eMBMS
The presented solution is related to the use cases "Graceful Degradation in MBMS services when entering bad reception conditions" (section 5.1.3.2) and "Combined support of heterogeneous devices and Graceful Degradation" (section 5.1.3.4).

The layered structure of SVC allows for transmission of the video in separate network streams. Thereby, SVC allows services providing different quality steps either by temporal, spatial, quality scalability or combination of those. Using unequal error protection (UEP), such a service can provide different quality levels of different robustness, which allows for Graceful Degradation behaviour in MBMS scenarios. An exemplary UEP scheme is depicted in Figure 9, where the more important layer (Base) has a higher protection than the enhancement layers.
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Figure 9 UEP (Unequal Error Protection): Important packets are protected with higher code rate
In the exemplary scenario in Figure 10, there are two layers, using quality, spatial or temporal scalability or combinations of those, with different robustness. UEs in good reception conditions will receive the highest quality and UEs entering worse reception conditions can still receive the base layer, which results in a drop in quality when entering bad reception conditions.
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Figure 10 MBMS service with graceful degradation behavior using unequal error protection with SVC either with temporal, spatial or fidelity scalability or combinations of those
Such a differentiation in robustness of the scalable layers can be applied by a MBMS service at the application layer using different code rates at the application layer forward error correction (AL-FEC).
6.1.2.3
SVC Layer Aware Transmission in eMBMS
In this section, we assume that multiple MBMS radio bearers of different MCS (Modulation and Coding Scheme) levels (see TS xx.xxx section X-Y) can be allocated to each SVC layer. The high-priority base layer can be transmitted using robust, but low rate MCS channel, while the enhancement layers can be transmitted using high rate MCS channels. The combined effect of allocating multi-level MCS channels for SVC is that UEs in an area of good signal strength may receive all base and enhancement layers, however the UEs in an area of poor signal strength may only receive base layer data. Compared to the case where uniform MCS level is assigned to MBMS bearers, the multi-level MCS allocation for SVC is adaptive to channel condition and provides graceful quality degradation. 
For example, Figure 11 shows typical MBMS bearer allocation, that H.264/AVC [3] single layer stream is allocated to a radio bearer of 16 QAM modulation. Assuming that eNodeB signal power is set to cover 90% of the MBMS service area, UEs may loss data or experience service outage in the rest of 10% area with this MCS allocation.
Figure 12 shows the case of SVC channel allocation where the radio resouce is divided to carry SVC layers in different MCS channels. The base layer is transmitted using robust QPSK modulation, hence the signal can reach almost entire area of MBMS cells. The remaining radio resource is given to enhancement layers, therefore the enhancement layer needs much higher rate channel. In this example, 64 QAM modulation channel is allocated for transmitting enhancement data. Since the coverage of 64QAM signal is smaller (e.g. less than 80%) than QPSK, only the UEs in 80% area may receive high quality video. The quality may degrade in the rest of 20% area, however it will be no worse than the minimum level (i.e. base quality). 
Editor's Note: Further guidelines for bitrate and bearer allocation need to be clarified
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Figure 11 Single level MCS allocation for H.264/AVC
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Figure 12 Multi-level MCS allocation for SVC layers
6.1.2.4
Fast Stream Switching in eMBMS

In this section, a solution integration approach for fast MBMS stream switching is presented. 

In TS 22.246 section 5.1, it is stated that “The MBMS service shall add no more than 1 second when switching between different TV streams to any delay introduced with regards to the coding of the TV stream. It shall be possible for an operator to configure the MBMS Television service so that the typical switching time, from the end user's perspective, does not exceed 2 seconds.” 

In order to comply with the stringent latency requirement, a solution, as depicted in Figure 13, is proposed that a bundle of base streams is used for instant decoding of low resolution video while high resolution video is being switched. 

In Figure 13, it is assumed the content providers of MBMS TV service support scalable video. The MBMS server (e.g. BMSC) separates base layer streams from the received video streams and collects them into a bundle of base streams (i.e. preview stream). The preview stream and enhancement streams are transmitted in distinct MBMS bearers. Baseline UEs are able to decode low quality video using the preview stream, while advanced type UEs receive both the preview stream and the enhancement stream, and decode the high quality video as following description.

In the initial service start-up phase, the advanced type UEs receive the preview data and buffer them for sufficient period of time that can exceed the latency for performing stream switching. This stream switching latency usually includes the period for buffering, de-interleaving, FEC recovery and decoding the high quality video, etc. When the sufficient amount of preview data is stored, the advanced type UE starts to receive enhancement data, and extracts base layer data from the preview buffer, and decodes the scalable video. Old preview data is disposed as new preview data is buffered. 

When the user requests MBMS stream switching, the UE retrieves the base data of the requested TV stream from the buffered preview data and decodes low quality video instantly. While the low quality video is being played, the UE performs stream switching to receive the enhancement data stream. High quality video is recovered soon after the enhancement stream switching is completed. As a result, the user does not experience latency for stream switching except the initial decoding delay of low quality video. 
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Figure 13  Fast MBMS stream switching using scalable video
It is note that the similar feature of fast stream switching may also be achieved using simulcast of H.264/AVC. 

6.1.3
Performance Evaluation
6.1.3.1
Unequal Error Protection in eMBMS
In this section, evaluation result of SVC UEP (Unequal Error Protection) method against single layer H.264/AVC is presented. The related use case is presented in section 5.1.3, and a solution of UEP is described in section 6.1.2.2.
In this evaluation, MBSFN channel of 9Mbps throughput in 7 sectors layout is applied commonly to the video streams. Only the ratio of application layer FEC packets is manipulated to test the UEP performance. In this experiment, Raptor code as in TS26.346 Multimedia Broadcast/Multicast Service (MBMS) is used as an FEC method. 
In order for fair comparison, the PSNR of H.264/AVC encoded source file and SVC two layer files are produced to be identical (=35.4dB). Due to slightly high coding overhead of SVC, the file size of SVC becomes 7% ~ 15% larger than H.264/AVC file. Foreman QCIF and CIF sequences are encoded with the JSVM 13.1. The bitrate of H.264/AVC stream is 398kbps, while those of SVC base layer and enhancement layer are 48kbps and 383kbps, respectively if PSNR is set to be identical. Bitrate of SVC in total is 431kbps, which is 8% more than that of H.264/AVC.
Since equal amount of radio resources should be allocated for transmitting the AVC and SVC streams, the numbers of FEC redundancy packets are adjusted to make the total amount of physical blocks of the two streams identical. Therefore, FEC stream of 126kbps is added to H.264/AVC stream, and FEC streams of 90kbps is added to SVC stream, as a result, total bitrate of both codecs become 524 kbps (= video+parity). 
The code rate of H.264/AVC single layer including the FEC overhead is 0.72.  The protection period of FEC is 4 GoP length (=2 seconds), of which the size of GoP is 16 in 30Hz frame rate.
SVC two layer file is generated in 1:8 ratio of base : enhancement. The code rate of base layer including the FEC overhead is 0.41, and 0.87 in enhancement layer. Hence the base layer protection is enforced while sacrificing the enhancement protection.  
Detail of the sample file specification is further described below;
Table 2 Sample files specification used in the evaluation
	Codec
	AVC
	SVC

	
	
	Enhance layer
	Base layer
	(Altogether)

	Sequence
	
Foreman 
	Foreman

	Resolution / Frame rate
	CIF / 30Hz
	CIF / 30Hz
	QCIF / 15Hz
	

	PSNR [dB]
	35.4



	35.4
	27.5
	35.4

	Bit-rate [kbit/s]
	397.7


	383.0

	47.9
	430.9

	File  Size (bits)

	848,112

	816,768
	101,816
	918,584

	# of Packets (=k)
( 512 byte/packet ± α )
	208
	200
	25
	225

	Parity packets (=n-k)
(Raptor FEC)


	82

	29

	36
	47

	Sum of Packets (=n)
	290 (=208+82)

	229 (=200+29)
	61 (=25+36)
	290 (=229+61)

	FEC Code Rate (=k/n)
	0.72



	0.87
	0.41
	n/a


% Common Factors
· GOP size : 16
· FEC Protection Period : 4 GoP (=2 seconds)
· MBSFN Layout : 7 sector layout (ISD=500m)
· Physical Channel : MCS-3, 64 QAM, 1/2 rate (=9Mbps throughput)
The MBMS channel loss model described in Annex A is applied in this experiment. The MBSFN signal transmission area and the service reception area are identical in this layout, therefore the video quality at the border cells of the MBSFN area are also considered in the evaluation. 9 Mbps throughput channel (i.e. 64QAM modulation and 1/2 coding rate) is selected to apply the block loss rate equally to the AVC and SVC streams. In consequence, PSNR performance, as described in following equation, is measured at each coverage point.
In the example, the number of H.264/AVC video packets is 208 (=k), and the number of parity packets for it is 82. Therefore the coding ratio (n, k) = (290, 208), where n is total sum of the packets. 
According to [18], the failure probability of Raptor is calculated as following Equation (1).
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In the Equation (1), m is the number of packets including video and parity received correctly through the radio channel, and k is the number of original video packets before transmission. Note that k doesn’t include the number of parity packets. It is an important characteristic of Raptor code that failure probability is subject to m-k regardless of k. 
Assuming that we are measuring PSNR, GOP by GOP, the PSNR of AVC single layer (i.e. PSNRsingle(dB)) is calculated as following Equation (2).
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 (2)
In the above Equation (2), it is assumed that a damaged GOP is replaced by the last decoded frame of previous GOP, hence the PSNRo denotes the PSNR of the freezed GOP. Psm is the probability that m packets are received successfully among n transmitted packets. This probability is typically calculated using Poison function. PSNRs is the original undamaged PSNR of the GOP. 
The PSNR of SVC (i.e. PSNRscalable(dB)) is calculated as Equation (3) when it consists of only 2 layers.
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 (3)


where, nb : number of original base layer packets + parity packets for base layer
kb : number of base layer packets
ne : number of original enhancement layer packets + parity packets for enhancement layer
ke : number of enhancement layer packets
Pbi : probability that i packets are received successfully among nb  transmitted packets
Pej : probability that j packets are received successfully among ne  transmitted packets
PSNR0 : PSNR of freezed GOP, when the whole GOP is damaged
PSNRb : PSNR of original undamaged base layer GOP
PSNRe : PSNR of original undamaged enhancement layer GOP
In Equation (3), note that Pf (i , kb) is the failure probabilities of Raptor decoding given that i packets are received out of nb transmitted packets. Similarly, Pf (j , ke) is the failure probabilities of Raptor decoding given that j packets are received out of ne transmitted packets.
Figure 13 shows the evaluation result of PSNR performance at each coverage point. Note that the coverage in this context is the ratio of area that can guarantee the level of PSNR in the 7 sector MBSFN area. 
In the Figure 13, it is observed that the source file PSNR (=35.4dB) of both the H.264/AVC stream and the SVC stream are maintained up to 45% coverage. The PSNR of SVC (solid red curve)  degrades to 27.5 dB which is the PSNR of original base layer. 
 H.264/AVC (dotted line) results in the same PSNR until 55% coverage. PSNR degrades thereafter. PSNR for SVC showsthree PSNR levels, one below 45% of 35.4dB, one between 45% and 60% coverage of 29dB and one for greater 60% coverage.
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Figure 14 Comparison of PSNR curves of H.264/AVC and SVC
Figure 14 ~ Figure 15 shows coverage v.s. PSNR curves in 19 sector layout and 37 sector layout. Although the range of performance variation may slightly be reduced, the effect of graceful quality degradation of SVC is observed identical in different sector layouts. 
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Figure 15 PSNR curves in 19 MBSFN sector layout
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Figure 16  PSNR curves in 37 MBSFN sector layout
6.1.3.2
SVC Layer Aware Transmission for Coverage Improvement in eMBMS
In section 6.1.2.3, a solution for SVC layer aware bearer allocation is described. In this section, the effect of Differentiated Modulation (i.e. layer aware bearer allocation) when combined with application layer UEP (Unequal Error Protection) method is presented. Similar to the case of UEP, the PSNR performance of SVC, as described in equations (2) and (3) in section 6.1.3.1, is evaluated to the case of single layer H.264/AVC when the MBSFN channel loss model is applied.

In this evaluation, two MBSFN channels of 9Mbps throughput and 3Mbps throughput are used for carrying SVC enhancement layer stream and base layer stream respectively. The MBSFN signal transmission area and the service reception area are identical in this layout, therefore the video quality at the border cells of the MBSFN area are also considered in the evaluation. In addition, FECs using Raptor code is applied to the two streams in several different ratios to test the combined effect of UEP. H.264/AVC stream is transmitted using 6Mbps throughput channel. Due to different channel efficiency, the number of physical blocks used for carrying the streams may be different. In order for fair comparison, the same number ofphysical blocks are used for transmitting SVC streams and AVC stream. Table 3 describes the MCS levels used in the three physical channels and physical block size.

Table 3  MCS levels, data rates and physical block size
	MCS
	Modulation
	Code Rate
	Data rate
(Mbps in 5 MHz)
	Block Size
(Bytes/BLK)

	1
	QPSK
	1/2
	3.0
	375

	2
	16QAM
	1/2
	6.0
	750

	3
	64QAM
	1/2
	9.0
	1125


Soccer CIF and 4CIF sequences are encoded with the JSVM 13.1. The size of H.264/AVC encoded file is 4,845,608 bits (PSNR = 35.2dB), and the size of SVC encoded file is
 5,082,762 bits (enhancement=4,565,728, base=517,064). The number of FEC packets added to AVC file is 119, hence the code rate of H.264/AVC single layer is 0.91.  The protection period of FEC is 4 GoP length (=2 seconds), of which the size of GoP is 16 in 30Hz frame rate. Since 6Mbps throughput channel is used for H.264/AVC, total 889 physical blocks are transmitted through the radio channel. FEC redundancy packets for SVC layers are produced to match the physical block usage of 889. 

Three different FEC ratios are tested to evaluate the effect of UEP. In the Case-1 test, 113 FEC packets are given to enhancement layer (code rate = 0.91) and 115 FEC packets are assigned for base layer (code rate=0.52). As a result, base layer pretention is enhanced while sacrificing enhancement layer protection. In the Case-2 test, enhancement layer data transmitted via 9Mbps channel is protected more with FEC packets, and in the Case-3 test, the FEC coding ratio of the enhancement layer and base layer are relatively even. 
Detail of the sample file generation and FEC rates are described in Table 4 below;
Table 4  Sample files specification used in the evaluation
	Codec
	AVC
	SVC
	UEP
scenario

	
	
	Enhance layer
	Base layer
	(Altogether)
	

	Sequence
	
Soccer 
	Soccer
	

	Resolution / Frame rate
	4CIF / 30Hz
	4CIF / 30Hz
	CIF / 30Hz
	
	

	PSNR [dB]
	35.2dB


	35.2 dB
	30.2 dB
	35.2 dB
	

	Bit-rate [Mbps]
	2.27Mbps
	2.14Mbps
	0.24 Mbps
	2.38 Mbps
	

	Physical channels
(Throughput)
	MCS-2 
16QAM
(6Mbps)
	MCS-3
64QAM
(9Mbps)
	MCS-1
QPSK
(3Mbps)
	
	

	physical blocks/sec
(without parity)
	404
	254
	86
	340
	

	physical blocks/sec
(with parity)
	443
	279
	164
	443
	Case 1

	
	
	349
	94
	
	Case 2

	
	
	314
	129
	
	Case 3

	FEC Code Rate (=k/n)
	0.91
	0.92
	0.52
	
	Case 1

	
	
	0.73
	0.91
	
	Case 2

	
	
	0.81
	0.66
	
	Case 3


% Common Factors
· GOP size : 16
· FEC Protection Period : 4 GoP (=2 seconds)
· MBSFN Layout : 7 sector layout (ISD=500m)
Figure 16 shows the evaluation result of PSNR performance at each coverage point in 7 MBSFN sector layout. 

In the Figure 16, it is observed that the source file PSNR (=35.2dB) of both the H.264/AVC stream and the SVC stream are maintained up to 45% area. The PSNR curves of the three UEP cases degrade in different pattern respectively to the coding ratios of enhancement layers. The Case-1 curve falls first because enhancement layer protection is weaker than base layer protection. The Case-2 curve falls next and followed by Case-2 curve in the order of FEC coding ratio of enhancement layer.
The video quality of H.264/AVC (dotted line) drops quickly to the minimum level after the 67% coverage area, however the PSNR of SVC streams maintain 30.2 dB up to 95% ~ 98% coverage. It is also observed that the effect of base layer protection by FEC is relatively minimal in the three cases, although the Case-2 curve drops slightly earlier than others. 
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Figure 17  Comparison of PSNR curves of H.264/AVC and SVC
Figure 17 ~ Figure 18 shows coverage v.s. PSNR curves in 19 sector layout and 37 sector layout. In the following figures, only the Case-3 coding ratio of even distribution of FEC packets is tested. Although the performance disparity between the AVC and SVC is slightly reduced, the effect of graceful quality degradation of SVC is identified and the PSNR is higher than AVC in 75% ~90% area.

Table 5  MCS level, coding rates and number of parity packets
	Codec
	AVC
	SVC

	
	
	Enhancement layer
	Base layer

	MCS-level
(channel throughput)

	MCS-2 16QAM

(6Mbps
)
	MCS-3 64QAM

(9Mbps)
	MCS-1 QPSK

3Mbps

	Case-3 Code rate
(Parity packets)
	Code rate = 0.91
(119)
	Code rate = 0.81
(266)
	Code rate = 0.66
(64)
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Figure 18  PSNR curves in 19 MBSFN sector layout
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Figure 19  PSNR curves in 37 MBSFN sector layout
6.1.3.3
SVC Layer Aware Transmission for Capacity Improvement in eMBMS
6.1.3.3.1
Introduction

MBMS service delivery over MBSFN cannot adapt to the reception of individual receivers. Delivery of Scalable Video Coding (SVC) coded layered video data with different modulation and coding schemes (MCS) for the individual layers could be used to cope with varying reception conditions by providing physical layer unequal error protection (UEP).

Hierarchically layered video, such as SVC coded video, allows separate transmission of video layers that can be decoded with graceful degradation on the UE. Multi-level MCS allocation schemes can be used to realise physical layer unequal error protection (PL-UEP) for the individual SVC layers.

Based on the MCS schemes and BLER performance data in Fig. A2 to Fig. A5 in Annex A, the presented results analyze the theoretical gain in terms of additional services or capacity when using multi-level MCS SVC transmission with physical layer UEP compared to single MCS AVC transmission. It furthermore compares the theoretical results using SVC with a similar setup using simulcast.

6.1.3.3.2
Evaluation setup

The presented setup targets a reduction of the overall required transmission cost of a service by the use of SVC in combination with PL-UEP. The general idea is to provide a basic quality using more robust MCS and the quality enhancement layer using less robust MCS. In comparison with a single layer service in the more robust MCS, such a service could give the same robustness in terms of continuous playout while allocating less resources in the more robust and more expensive channel. The cost reduction is gained by providing lower quality video to the users within bad reception conditions. UE with good reception receive the SVC base and enhancement layer stream with highest quality while UE with bad reception may only receive the lower quality SVC base layer. The percentage of users with bad reception depends on the difference in coverage of the chosen MCS schemes for base and enhancement layer. Figure 20 shows an exemplary setup, where the AVC single layer and the SVC base layer is allocated to MCS 1 and the enhancement layer in MCS 2. The figure shows the resulting difference in terms of coverage.
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Figure 20  Exemplary setup considered in the evaluation
Three different transmission scenarios are under consideration. For scenario A, AVC transmission with MCS 1 serves as reference for SVC transmission using MCS 1 for the SVC base layer and MCS 2 for the SVC enhancement layer. AVC Simulcast transmission of low quality (LQ) streams with MCS 1 and high quality (HQ) streams with MCS 2 is evaluated accordingly. Scenario B and C continue in this manner with higher MCS schemes, as can be seen from Table 6.
Table 6  MCS levels for AVC and SVC layers for scenario A, B and C
	Scenario
	AVC
	SVC base layer
Simulcast LQ
	SVC enhancement layer
Simulcast HQ

	A
	MCS 1
	MCS 1
	MCS 2

	B
	MCS 2
	MCS 2
	MCS 3

	C
	MCS 3
	MCS 3
	MCS 4


6.1.3.3.3
Results

Transmission with multi-level MCS setup directly affects the achievable data rate for a given bandwidth. For SVC and Simulcast transmission, MCS are (time- or frequency-) multiplexed according to the SVC base layer ratio or the ratio of Simulcast LW to Simulcast HQ bitrates, which will be refered to as multiplex rate in the following. Thus, the channel capacity for a given constant bitrate changes according to the multiplex ratio. For instance, with 50% average base layer ratio of all SVC services in scenario A, 50% of MCS 1 data rate for base layer (= 0.5 Mbps) plus 50% of MCS 2 data rate for enhancement layer (= 1.5 Mbps) are available. AVC Simulcast transmission with a high quality AVC stream of twice the bitrate in the low quality AVC stream behaves accordingly. This leads to 2 Mbps total channel capacity for multi-level MCS SVC transmission while single MCS AVC transmission with MCS 1 allows 1 Mbps at the same coverage. 

A wide range of multiplex ratios has been considered in order to provide multiple operation points with varying quality for the SVC base layer and the Simulcast LQ stream. Note that the selection of optimal operation point is considered to be up to the needs of the service providers. For the selected scenarios, gains in terms of additional channel capacity can be observed for SVC and AVC Simulcast transmission compared to AVC transmission due to the multi-level MCS allocation, as depicted in Figure 21.
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Figure 21  Available data rate per scenario and SVC base layer ratio
The reference AVC stream for all following calculations has a bitrate of 500 kbps. In order to provide a satisfying quality of the SVC base layer and of the Simulcast LQ stream, a bitrate range from 100 to 300 kbps has been considered, preserving equal quality of both. The SVC enhancement layer and the Simulcast HQ stream are assumed to have the same quality as the AVC reference stream. For overall evaluation, it is further necessary to consider the coding overhead introduced by SVC. Table 7 gives an exemplary calculation of gains in terms of additional services with multi-level MCS SVC transmission compared to the 500 kbps reference AVC stream in scenario A. Available channel capacity for AVC is 1 Mbps for MCS 1 in the selected scenario and a SVC overhead of 10% is assumed. In Table 7 UCC refers to used channel capacity which is the required channel allocation ratio per service. UCC is calculated by the overall media bitrate devided by the AVC or SVC channel capacity. E.g. for the AVC reference stream with 500 kbps and the AVC channel capacity of 1 Mbps the AVC UCC is 50%. For SVC case at a multiplexratio of 18% the SVC UCC is calculated by the overall SVC media bitrate of 550 kbps divided by the SVC Channel Capacity of 2636 kbps which leads to a SVC UCC of 21%.The number of services per channel can be calculated by 1/UCC.
Table 7  Exemplary calculation of SVC gains for scenario A
	AVC bitrate [kbps]
	Multiplex ratio
	SVC BL bitrate [kbps]
	SVC EL bitrate [kbps]
	AVC chan. capacity [kpbs]
	AVC UCC
	SVC Chan. Capacity [kbps]
	SVC UCC
	AVC services per chan.
	SVC services per chan.
	Difference [services]
	SVC gain [services]

	500
	18%
	100
	450
	1000
	50%
	2636
	21%
	2
	4.79
	2.79
	139.67%

	500
	27%
	150
	400
	1000
	50%
	2455
	22%
	2
	4.46
	2.46
	123.14%

	500
	36%
	200
	350
	1000
	50%
	2273
	24%
	2
	4.13
	2.13
	106.61%

	500
	45%
	250
	300
	1000
	50%
	2091
	26%
	2
	3.80
	1.80
	90.08%

	500
	55%
	300
	250
	1000
	50%
	1909
	29%
	2
	3.47
	1.47
	73.55%


Figure 22 ~ Figure 25 show the gain of multi-level MCS SVC (solid lines) and AVC Simulcast (dashed lines) transmission compared to single MCS AVC transmission in terms of additional services for all defined scenarios and varying SVC overheads from 0% to 30%. SVC base layer and Simulcast LQ stream bitrate from 100 to 300 kbps have been selected to represent all reasonable operation points.
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Figure 22  Gain in terms of additional services with SVC overhead of 0%
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Figure 23  Gain in terms of additional services with SVC overhead of 10%
[image: image29.emf]-25%

0%

25%

50%

75%

100%

125%

150%

175%

100 125 150 175 200 225 250 275 300

Gain [services]

Simulcast LQ / SVC BL Bitrate [kbps]

SVC and AVC Simulcast vs. Single layer AVC

SVC Overhead 20%

SVC Scenario A

Simul Scenario A

SVC Scenario B

Simul Scenario B

SVC Scenario C

Simul Scenario C


Figure 24  Gain in terms of additional services with SVC overhead of 20%
​​​​​
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Figure 25  Gain in terms of additional services with SVC overhead of 30%
Figure A2 to Figure A5 in Annex A give an estimate on the coverage of a specific MCS setting given a minimum BLER. In order to establish a satisfying quality in terms of image fidelity and continuous playout of video without additional application-layer FEC, it is assumed that a BLER of less than 0.001 has to be maintained. According to these constrains, costs for multi-level MCS allocation with SVC or Simulcast can be estimated for the specified scenarios. The difference in coverage is calculated as the percentage of measured area that is provided only low quality video. Table 8 give the coverage of all MCS schemes at a BLER of 0.001 for different amounts of cooperating MBSFN cells and the cost in terms of coverage.

Table 8  Coverage of MCS schemes and costs of scenarios
	Cooperating Cells
	MCS 1 Coverage
	MCS 2 Coverage
	MCS 3 Coverage
	MCS 4 Coverage

	7 Cell
	98%
	85%
	60%
	32%

	19 Cell
	95%
	87%
	75%
	48%

	37 Cell
	86%
	83%
	74%
	57%


6.1.3.4
Graceful degradation for MBMS Using SVC 

6.1.3.4.1
Introduction

In this section, a test system for graceful degradation for MBMS Rel-6 is presented. Quality metrics for degraded video are introduced. Furthermore, test results for graceful degradation in MBMS are given.
6.1.3.4.2
Test system
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Figure 26 Test system for graceful degradation in MBMS
A MBMS simulation chain has been built (Figure 26), which simulates transmission of video and audio data over multiple streams over one MBMS channel. Each of these streams can be protected with an MBMS standard compliant Raptor FEC by different code rates. The MBMS channel is simulated by using traces of MBMS loss patterns. The loss patterns contain transport block (TB) loss probabilities for different transmission powers and different bearer rates. Figure 26 shows the test system. The Raptor FEC needs a small amount of additional received symbol overhead λ for successful decoding. During the following simulations this overhead is set to λ = 3 % of the number of source symbols. One FEC code block extends over 2s considering the resulting bitrate after RTP encapsulation.
The size of a transport block (TB) is fixed to 82 Byte. The number of TBs in each TTI and the length of each TTI depend on the selected bearer rate. Due to common channel coding and interleaving of the TBs in a TTI, in our simulations either all TBs in a TTI are lost or all are not lost.
Table 9 depicts the settings for each bearer rate.
Table 9  MBMS parameters for simulating different bearer rates
	Bearer rate
	TTI duration
	TB Size
	TBs/TTI

	64 kBit/s
	80 ms
	82 Byte
	8

	128 kBit/s
	80 ms
	82 Byte
	16

	256 kBit/s
	40 ms
	82 Byte
	16


The MBMS simulation is based on loss patterns measured in a simulated MBMS Rel-6 system for different transmission power and bearer rates. The main radio network simulation assumptions are listed in Table 10. Details of the simulation assumptions can be found in [21]. 500 users are dropped randomly and then traces are recorded for 40s while users are moving. As users move with only 3km/h, users move only a few 10s of meters, so considering the inter-site distance of 1500m users can be macroscopically regarded as stationary. Mainly the fast fading changes during a trace. 
Only the 128 kBit/s and 256 kBit/s bearers are used for the simulations. For the 128 kBit/s case we used loss patterns with transmission power from -13dB to -5dB (relative to Pmax=17.4W) and for the 256 kBit/s we used loss patterns with transmission power from -10dB to -2dB. Note that a double bearer rate requires approx. 3dB higher transmission power to provide similar loss behavior. 
Table 10  Radio network simulation parameters
	Property
	Value
	Remarks

	Cell layout
	Hexagonal grid, 3-sector
	

	Intersite distance
	1500 m
	

	Antenna model
	Max gain 18 dBi, electrical + mechanical tilt: 6 + 2 degrees
	Horizontal and vertical patterns

	Propagation model
	pathloss L=15.3 + 37.6*log10(D)
	D in [m]

L in [dB]

	Channel model
	Vehicular A, 3 km/h
	 

	BS maximum output power, Pmax
	17.4 W 
	non MBMS channels transmit are allocated as much power that the total output power reaches the maximum.

	Common Pilot Channel power
	10% of Pmax
	

	Soft combining
	enabled, maximum 3 cells
	


Depending on the selected bearer rate the data of the media stream is mapped on the MBMS transport blocks. The losses for each TTI are simulated by comparing a random value with the probability of the utilized loss pattern. If TTI is lost, all TBs of this TTI are lost too. 
Figure 28 depicts the mapping of the RTP packets into the MBMS transport blocks. First RTP packets are fragmented to fit the MTU size. The resulting RTP fragment units are packed together with the parity packets into IP packets. Then the IP packets are mapped into the transport stream of the MBMS service.
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Figure 27: Mapping of RTP packets

6.1.3.4.2
Testsequences

Three different test sequences are considered for simulation where each of them containing an audio track. The associated properties are depicted in Table 10.
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For both H.264/AVC and SVC encoding the JSVM 8.8 software was used in the simulations. We used a hierarchical coding structure with a GOP size of 16 and an I-frame period of around 2 seconds. In the SVC encodings, we used SNR scalability with one MGS enhancement layer. The quantization parameters were selected such that H.264/AVC and SVC bit streams (including both base and enhancement layer) yielded similar PSNR values.
Audio encoding parameters are fixed for all sequences and test runs. The bit rate is set to 32 kBit/s and the sample frequency to 48 kHz.
Figure 29 and Figure 30 depict the resulting bit rates for H.264/AVC and SVC with one MGS layer encoding.
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Figure 28: Video sequence parameters for H.264/AVC compliant base layer with GOP 16
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Figure 29: Video sequence parameters for SVC with 1 SNR layer with GOP 16

Figure 31 shows the signaling header overhead of H.264/AVC and SVC. Header compression is not applied.
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Figure 30: Signaling header overhead H.264/AVC and SVC

6.1.3.4.4
Transmission schemes

Six different transmission schemes are simulated. Two of them provide single layer and four multilayer transmissions. The issue is to compare different settings of multi layer transmission providing graceful degradation behavior by the use of application layer Raptor FEC or power spreading between the different video layers (2–6)  with single layer transmission with and without additional application layer FEC (1–2) . The abbreviations for each transmission scheme later used in the results section are:.

1. Single layer transmission  
( “SingleLayer”)

2. Single layer transmission with additional raptor FEC
( “SingleLayerFEC”)

3. Layered transmission with unequal error protection 
( “Unequal Error Protection” (UEP))

4. Layered transmission over different transmission power 
( “Unequal Transmit Power” (UTP))

5. Layered transmission over different transmission power and additional FEC ( UTP_FEC) 

6. Layered transmission over different transmission power and additional unequal error protection ( UTP_UEP)

Each transmission scheme has a certain transmission cost which is affected by the transmission power and the total content bit rate. As metric for the necessary transmission cost we define the “Used cell capacity” (Ucc) metric. A Ucc value of 1 means, that the full transmission capacity of a cell is necessary for transmitting one “Content channel” with the selected transmission scheme. A Content channel defines the transmission of one audio/video stream with the selected transmission scheme.

For instance, if Ucc value is about 0.3 there can be three “Content channels” with the same characteristic (bit rate) provided in a certain cell.
Used cell capacity (Ucc)
Percentage of total cell capacity used for transmission of one content channel

Example calculation with transmission scheme 6:  
powerx (x = layer): power1 = -5dB; power2 = -7dB

bit rate (including FEC): b1 = 194 kBit/s; b2 = 48 kBit/s;

Power fraction:

pf1 = 10 power1/10 = 10 -5/10 = 0.32;     

pf2 = 10 power2/10 = 10 -7/10 = 0.20

Percentage of cell capacity used for payload transmission = 80 % (20% pilots/control channels)
Bearer rate12 

= 256 kBit/s

· channels1 

= 80% / pf1 = 0.8 / 0.32 = 2.5

· channels2 

= 80% / pf2 = 0.8 / 0.20 = 4.0

· Total cell capacity1 
= channels1  * bearer rate1 = 2.5 * 256 kBit/s =   640 kBit/s

· Total cell capacity2 
= channels2  * bearer rate2 = 4.0 * 256 kBit/s = 1024 kBit/s

Percentage of used cell capacity1 = b1/Total cell capacity1 = 0.30

Percentage of used cell capacity2 = b2/Total cell capacity2 = 0.05

Ucc 
 = percentage of used cell capacity1 + percentage of used cell capacity2 = 0.35

Content channels = round( 1 / Ucc ) = 3

6.1.3.4.5
Quality metric

One major challenge is the quality evaluation of the received media stream. The Peak Signal to Noise Ratio (PSNR) measure is commonly used in the area of video coding. According to [21], PSNR is not suited for evaluating the effect of packet losses or freezing frames of a video. Taking into account the work in [19] and [20] we defined appropriate objective quality categories from maximum to inacceptable quality based on three different measured values described below:
Measured values:
1. Lost video play out
percentage of freeze frame which reflects the amount of losses in the SVC base layer. 
( a value of 0.3 means 30 % of whole stream is affected by errors 

2. Lost audio play out
percentage of time where there is no audio
( a value of 0.3 means 30 % of audio is lost

3. Playoutframes with reduced quality
percentage of non decodable SNR layer without freeze frames
( a value of 0.3 means 30 % of all non referenced frames are lost

The four introduced quality categories try to reflect the scalability behavior using SVC with one SNR layer. The user experiences the appropriate quality if the already described metrics lie in the following defined ranges.
Four quality categories:

1. Maximum:
Lost video play out 





< 0.02 &&

Lost audio play out 





< 0.02 &&

Playoutframes with reduced quality

< 0.02

2. Medium:
Lost video play out 





< 0.02 &&

Lost audio play out 





< 0.02 &&

Playoutframes with reduced quality

< 0.7

3. Minimum:
Lost video play out 





< 0.1 &&

Lost audio play out 





< 0.1 &&

Playoutframes with reduced quality

<= 1

4. Inacceptable:
Lost video play out 





>= 0.1 ||

Lost audio play out 





>= 0.1 

To get an overview of the received quality in a transmission cell, we define the “Coverage” metric which shows the percentage of users receiving at least a certain quality. 
Example:

250 out of the total of 500 users achieve constraints of medium quality ( Coverage of simulated transmission scheme at medium quality is 50 % coverage

6.1.3.4.6
Simulation results 

For SVC, two layer transmission schemes are applied whereas audio and video base layer belong to one transmission layer (with higher FEC protection and/or higher transmission power) and the video SNR layer to another transmission layer.

For the different transmission schemes, FEC code rates (in the range between 0.4 and 1.0) and transmission power levels are varied. The plots in this section show coverage at the y-axis and Ucc at the x-axis. 
Results are given for the sequence “Reuter”. Figures 6-8 show the results for all transmission settings for each quality category.
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Figure 31: Coverage of maximum quality sorted by transmission schemes
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Figure 32: Coverage of medium quality sorted by transmission schemes
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Figure 33: Coverage of minimum quality sorted by transmission schemes
6.1.3.5
Coding results for SVC 

6.1.3.5.1
Introduction

In this section, QVGA/VGA encoding using SVC and an optimized H.264/AVC encoder is compared.
6.1.3.5.2
Experimental setup

For the experiments, the publicly available JSVM 9.17 and KTA 2.3 software packages [22] [16] are used. The simulation settings were aligned with the VCEG recommended simulation conditions [23].

Four publicly available test sequences were used (Table 12). For each sequence a basis resolution (QVGA) and an enhanced resolution (VGA) is used, so as to compare SVC spatial scalability against H.264/AVC coding.
Table 12 Test sequences
	Sequence
	Basis resolution
	Enhanced resolution

	CrowdRun
	QVGA, 12.5 Hz
	VGA, 25Hz

	Seeking
	
	

	Crew
	QVGA, 15 Hz
	VGA, 30Hz

	Soccer
	
	


For SVC encoding, the scalable baseline profile is used. For H.264/AVC encoding, baseline profile for encoding of the basis resolution and high profile for encoding of the enhanced resolution is used. The common coding tools that were used in the SVC and H.264/AVC simulations are shown in Table 13. A complete description of the coding settings for JSVM and KTA are provided within [24]. Note that KTA was operated in H.264/AVC mode, which means that only H.264/AVC compliant coding tools were used.
Table 13 Common coding settings
	Coding options
	Basis resolution
	Enhanced resolution

	B pictures
	No
	Yes

	8x8 transform and intra prediction
	No
	Yes

	Entropy coding
	CAVLC
	CABAC

	Number of active reference pictures for list 0
	2
	2

	Number of active reference pictures for list 1
	Na
	2

	Deblocking filter
	Yes
	Yes

	Weighted prediction
	No
	No

	Prediction structure
	IPP
	IbBbP

	Intra period
	12 frames for
12.5 fps sequences 

14 frames for
15 fps sequences
	24 frames for 25 fps sequences

28 frames for 30 fps sequences

	Search range
	64
	64


For KTA simulations, a QP range of 22-37 was used. For JSVM simulations, {37, 33, 29, 25} was used as base layer QPs, and a QP offset of 2, i.e. the corresponding enhancement layer QPs were {39, 35, 31, 27}.
6.1.3.5.3
Results

Figure 34 ~ Figure 41 and Table 14 ~ Table 17 show the results for the four test sequences.
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Figure 34  Sequence CrowdRun: PSNR results for QVGA SVC and QVGA AVC. JSVM was used for SVC encoding and KTA for AVC encoding
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Figure 35  Sequence CrowdRUN: PSNR results for VGA SVC, VGA AVC and AVC simulcast (QVGA+VGA). JSVM was used for SVC encoding and KTA for AVC encoding.
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Figure 36  Sequence Seeking: PSNR results for QVGA SVC and QVGA AVC. JSVM was used for SVC encoding and KTA for AVC encoding.
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Figure 37  Sequence Seeking: PSNR results for VGA SVC, VGA AVC and AVC simulcast (QVGA+VGA). JSVM was used for SVC encoding and KTA for AVC encoding.
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Figure 38  Sequence Crew: PSNR results for QVGA SVC and QVGA AVC. JSVM was used for SVC encoding and KTA for AVC encoding
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Figure 39  Sequence Crew: PSNR results for VGA SVC, VGA AVC and AVC simulcast (QVGA+VGA). JSVM was used for SVC encoding and KTA for AVC encoding
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Figure 40  Sequence Soccer: PSNR results for QVGA SVC and QVGA AVC. JSVM was used for SVC encoding and KTA for AVC encoding
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Figure 41  Sequence Soccer:PSNR results for VGA SVC, VGA AVC and AVC simulcast (QVGA+VGA). JSVM was used for SVC encoding and KTA for AVC encoding.
Table 14 Results for sequence CrowdRun. JSVM was used for SVC encoding and KTA for AVC encoding.
	QVGA SVC
	VGA SVC
	Simulcast AVC

	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	SVC gain over AVC simulcast [%]

	440.8
	27.5
	420.4
	4.85
	1797.8
	27.7
	1408.9
	27.60
	1829.3
	1.72

	718.5
	30.4
	677.0
	6.13
	3018.0
	30.3
	2396.0
	25.96
	3073.1
	1.79

	1106.6
	33.7
	1047.1
	5.68
	4847.9
	33.2
	3878.9
	24.98
	4926.0
	1.59

	1597.9
	37.0
	1501.7
	6.40
	7425.9
	36.1
	5930.6
	25.21
	7432.3
	0.09

	Average
	
	
	5.76
	
	
	
	25.94
	
	1.30


Table 15 Results for sequence Seeking. JSVM was used for SVC encoding and KTA for AVC encoding.
	QVGA SVC
	VGA SVC
	Simulcast AVC

	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	SVC gain over AVC simulcast [%]

	262.2
	28.9
	256.1
	2.41
	1003.6
	29.4
	795.7
	26.14
	1051.7
	4.57

	442.3
	31.5
	429.9
	2.88
	1718.5
	31.9
	1376.5
	24.84
	1806.4
	4.87

	718.2
	34.6
	704.3
	1.97
	2871.1
	34.7
	2333.8
	23.02
	3038.1
	5.50

	1101.6
	37.6
	1082.5
	1.77
	4599.6
	37.4
	3732.6
	23.23
	4815.1
	4.47

	Average
	
	
	2.26
	
	
	
	24.31
	
	4.85


Table 16  Results for sequence Crew. JSVM was used for SVC encoding and KTA for AVC encoding.
	QVGA SVC
	VGA SVC
	Simulcast AVC

	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	SVC gain over AVC simulcast [%]

	165.3
	32.0
	148.7
	11.21
	543.8
	32.9
	400.2
	35.90
	548.8
	0.91

	278.7
	34.4
	256.5
	8.65
	917.7
	35.1
	684.1
	34.15
	940.6
	2.43

	463.3
	37.0
	432.6
	7.09
	1554.8
	37.3
	1181.8
	31.56
	1614.4
	3.69

	744.8
	39.5
	697.2
	6.82
	2633.7
	39.3
	1994.6
	32.05
	2691,7
	2.15

	Average
	
	
	8.44
	
	
	
	33.41
	
	2.30


Table 17  Results for sequence Soccer. JSVM was used for SVC encoding and KTA for AVC encoding
	QVGA SVC
	VGA SVC
	Simulcast AVC

	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	PSNR Y
	AVC bitrate [kbps]
	cost over AVC [%]
	Bitrate [kbps]
	SVC gain over AVC simulcast [%]

	140.5
	31.4
	128.9
	9.02
	500.3
	31.9
	390.2
	28.20
	519.1
	3.62

	230.9
	33.6
	215.2
	7.26
	845.1
	34.2
	656.5
	28.72
	871.7
	3.06

	382.6
	36.1
	365.9
	4.58
	1425.6
	36.8
	1106.5
	28.84
	1472.4
	3.17

	606.9
	38.9
	588.7
	3.09
	2361.6
	39.2
	1832.9
	28.85
	2421.6
	2.48

	Average
	
	
	5.99
	
	
	
	28.65
	
	3.08


On average, SVC induces average bit rate costs of 5.6% and 28.1% over non-scalable H.264/AVC at QVGA and VGA resolution, respectively. The average SVC bit rate reduction over H.264/AVC simulcast is 2.9%.
6.2
Stereoscopic 3D Video
6.2.1
Enabling Codecs and Formats

6.2.1.1
Introduction
There are 2 major ways of formatting the views of a stereoscopic video: spatial compression and temporal interleaving. Other formats such color shifting and 2D+Depth are possible but are either outdated or still subject to research and development. 

Finally, the left and right views may also be encoded as separate views, possibly exploiting redundancies between the two views to enhance the compression efficiency. This technique is standardized by MPEG as part of the H.264/AVC standard.

6.2.1.2
Packing Formats

6.2.1.2.1
Frame Compatible Video

This technique uses spatial compression to pack the two views of the stereoscopic video into a single frame (thus the name frame compatible). This allows the usage of deployed encoding and transport infrastructure and keeping similar bandwidth requirements at the cost of information loss. The two views are first down-sampled and then packed. The down-sampling may be performed horizontally, vertically, or diagonally. The packing may use a side-by-side, top-bottom, interleaved, or checkerboard format. The different alternatives are illustrated in the following figures.
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Figure 42 Spatial packing formats
6.2.1.2.2
Temporal Interleaving

In temporal interleaving, the video is encoded at double the frame rate of the original video. Each pair of subsequent pictures constitutes a stereo pair (left and right view). The rendering of the time interleaved stereoscopic video is typically performed at the high frame rate, where active (shutter) glasses are used to blend the incorrect view at each eye. This requires accurate synchronization between the glasses and the screen.
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Figure 43 Temporal interleaving
6.2.1.3
Multi-view Video

MVC [3] has recently been standardized for the compression of multiple view video as an addition to the H.264/AVC standard family. In MVC, the views from different cameras are encoded into a single bit-stream that is backwards compatible with single view H.264/AVC. MVC introduces new coding tools to exhibit the spatial redundancy among the different views. 

MVC is able to efficiently compress stereoscopic video in a backwards compatible manner and without compromising the view resolutions. The NAL units from the secondary view are ignored by legacy decoders as the NAL unit type will not be recognized. If the server is aware of the UE capabilities, it can omit sending NAL units from the secondary view to a device that does not support 3D or does not have enough bitrate to deliver both views. 
The following figure depicts a possible prediction chain for a stereoscopic video.
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Figure 44 MVC encoding with inter-view prediction
6.2.2
Performance Evaluation
6.2.2.1
Performance Evaluation of the Compression Efficiency

6.2.2.1.1
Simulation Setup

The following formats for stereoscopic 3D video are compared:

· Side-by-Side frame packing

· Top-Bottom frame packing

· Vertical Interleaving frame packing

· Horizontal Interleaving frame packing

· Separate Left and Right view encoding

· Multi-view Video Coding (MVC)

For the different frame packing formats, the left and right views are sub-sampled to yield a packed frame that has the same resolution as the original view resolution. 

For the AVC encoding of the packed formats, JM [15], KTA [16], as well as the Nokia AVC encoder have been used. The open source Nokia MVC [17] encoder has been used to encode the MVC sequences.

The following encoding parameters have been used:

· No B pictures to maintain compatibility with Baseline profile

· Fixed QP for I and P pictures: 20-34 

· Reference Frames: 2

· GOP period: 30 pictures

· Baseline profile conformance

· Motion estimation search range: 16

The test sequences that have been used are:

· Alt Moabit: 432x240, 100 pictures

· Book Arrival: 432x240, 100 pictures

· Door Flowers: 432x240, 100 pictures

· Leaving Laptop: 432x240, 100 pictures

All sequences may be downloaded from the MPEG FTP server.

For the down-sampling, the tool from the JSVM and JMVM reference software has been used. The tool implements a dyadic down-sampling filter.

For evaluating the performance, PSNR has been calculated over the different sequences. For the case of frame packing, the PSNR is calculated compared to the original frame-packed video sequence. For MVC and the separate view encoding, the PSNR is calculated for the left and right views separately and then averaged.
6.2.2.1.2
Performance Evaluation

The following figures depict the Rate-Distortion curves for the different frame packing and compression configurations and for the different video sequences.

Figure 29 depicts the results for the Alt Moabit video sequence.
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Figure 45 Alt Moabit video sequence
Figure 30 depicts the results for the Book Arrival video sequence.

[image: image51.jpg]PSNRY (dB)

46

30

PSNRY and Bitrates

—&— MVC- Nokia

—4—Side-by-Side - IM
s Top-Bottom - IM
~Vertical Interleaving - JM

~~ Horizontal Interleaving - IM

——Side-by-Side - KTA

~—Top-Bottom - KTA
~—+—Vertical Interleaving - KTA

~— Horizontal Interleaving - KTA

—&—Side-by-Side - Nokia

~—fi— Top-Bottom - Nokia
= Vertical Interleaving - Nokia

500

== Horizontal Interleaving - Nokia
1000 1500 2000
~—@—Separate L and R - Nokia AVC
Bitrates (kbit/s)




Figure 46 Book arrival
Figure 31 depicts the results for the Door and Flowers video sequence
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Figure 47 Door and flowers
Figure 32 depicts the results for the Leaving Laptop video sequence
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Figure 48 Leaving laptop
7
Conclusions

Annex A :
Assumptions for Simulation Method for Solutions on MBMS Services
This Annex A presents assumptions for simulation study for solutions within MBMS services (i.e. MBSFN). The information in this document has been collected with the best knowledge that was available at the time when this document was produced and may not necessarily represent a realistic MBMS deployment. It is up to the reader of the TR to identify if the parameters in this Annex are relevant for their use. Note that the packet loss pattern proposed in this Annex A is time uncorrelated model.
The cell layouts frequently found in performance studies in RAN working groups are similar as Figure A1. These layouts are composed of 19 cells of which each cell consists of 3 sectors. Therefore, total number of sectors is 57. 
Figure A1 shows 4 cases of MBSFN sector deployments over 57 sectors. The sectors of MBSFN transmission mode are synchronized in transmission time, frequency band, modulation and channel coding rate. The effect of synchronized MBSFN transmission is increased spectral efficiency. Therefore UEs surrounded by MBSFN cells achieve good signal quality as the size of MBSFN area becomes large. Other surrounding sectors are all interference sectors.
In Figure A1, MBSFN participating sectors are increased from single sector (1/57 case), 7 sectors which is a formation of a centre sector surrounded by a ring of MBSFN cooperating sectors (7/57 case), 19 sectors (19/57 case) and 37 sectors (37/57 case). 
The performance metric measured in this layout is coverage versus BLER. The “coverage” denotes normalized ratio of measured area to the size of entire MBSFN area (i.e. total size of MBSFN sectors). Therefore, 50% coverage in single sector deployment usually means only half area of a sector size. However, 50% coverage in an area consists of 37 MBSFN sectors may encompass the area of 7 sectors. The signal strength degrades gradually from centre of the MBSFN area to the edge because the interference from surrounding cells is increased. Therefore BLER (Block Error Rate) is generally increased as the coverage is increased. Figures in A1 show scatter graphs of BLER level in different MBSFN layouts and channels. In the figures, it is illustrated that 64 QAM signal of 10% loss rate (purple dots) may only cover less than 20% area in single sector layout, however in 7 sector layout, the coverage of 10% loss rate increases to 45%, and it becomes 65% in 19 sectors layout, 75% in 37 sectors layout. The red dots’ area is high-loss rate area due to strong interference. BLER figures of 16QAM and QPSK channel in the case of 19 sector layout are also described.
[image: image65.jpg]37/57cell 9Mbps (64QAM) BLER Scatter

r - |10%~100% Loss.




[image: image66.jpg]1/57 cell 9Mbps (64QAM) BLER Scatter

/

A 10%~100% Loss
o 0%~ 10%Loss

P
a’v’#ﬂn’x
ol
g AT

i
T

LIS

+

N,
5

2 Hn " g





[image: image67.jpg]7/57 cell 9Mbps (64QAM) BLER Scatter

7 B Toss

- 10%~ 100% Loss.




[image: image68.jpg]19/57 cell 6Mbps (16QAM) BLER Scatter

- o%~ho%1

Vet -| 10%7 100%Loss

-1299 -1882 -865 -4 > 871 8





[image: image69.jpg]19/57 cell 3Mbps (QPSK) BLER Scatter

- 0% 10% Loss

Vo © 10%~100%Loss

7 -865 8 871 1pss





Figure A1  MBSFN layouts composed of 1, 7, 19, 37 sectors in 57 sector area
Table A1 is the configuration for channel level simulation. These are also generally accepted assumptions in RAN WG1 documents. 
Table A1. Simulation Configuration
	Parameter
	Value

	Number of Cells
	19 cell wraparound layout (3 sectors each)   

	The number of MBSFN cooperation cells
	1, 7 19, 37

	Interference 
	2 tier interfering cells except MBSFN cells

	Number of users per cell
	10

	Bandwidth
	5 MHz

	Number of Rx Antennas
	2

	Number of Tx Antennas
	1

	TTI
	1 ms

	FFT Size
	512

	Number of guard carriers
	212

	Number of pilot sub-carriers per symbol
	50

	Number of data sub-carriers per symbol
	250

	Number of OFDM symbols per TTI
	12

	Cyclic prefix
	128 (16.6 us)

	BS power
	43 dBm

	MCS
	QPSK 1/6, 1/2 
16QAM 1/2
64QAM 1/2, 4/5

	Channel estimation loss
	1 dB

	Channel Model
	SCM – urban macro 8 degree

	ISD
	500m, 1732m

	Link-to-System Mapping
	Constrained Capacity Effective SNR


Two types of cell density models are considered. The urban macro dense deployment model uses inter-site distance (ISD) 500m, and the sparse model uses ISD = 1732m. The pedestrian mobility speed of UE is limited to 3km/hr.
There are 4 combinations of channel modulation and coding schemes (MCS) tested to generate the BLER trace. Table A2 summarizes the MCS settings, information data rates (i.e. channel throughput) available to application layer and physical block size. Note that a physical block in LTE channel corresponds to subframe of 1 msec. Therefore the size of block may range from 125 bytes/block to 1125 bytes/block respectively to each MCS level. If a block contains corrupted bit, the block is counted as error.
Only the downlink performance is measured and uplink feedback channel is not defined in this broadcast channel model.
	MCS
	Modulation
	Code Rate
	Data rate
(Mbps in 5 MHz)
	Block Size
(Bytes/BLK)

	1
	QPSK
	1/6
	1.0
	125

	2
	QPSK
	1/2
	3.0
	375

	3
	16QAM
	1/2
	6.0
	750

	4
	64QAM
	1/2
	9.0
	1125


Table A2  MCS levels, data rates and physical block size
Figure A2 ~ A6 shows the BLER curves of the 4 MCS channels in various cell layouts. Figure A2 is the BLER curves in single MBSFN sector (ISD=500m). The graph shows that almost 90% of the single sector area can be guaranteed less than 0.1% of BLER, if MCS-1 channel of 1Mbps throughput (i.e. QPSK and 1/6 rate coding) is used for application. If one wants to increase the channel throughput to 3Mbps (i.e. QPSK and 1/2 rate coding), the coverage drops to 65%. The highest throughput channel of 9Mbps (i.e. 64QAM and 1/2 rate coding) may only cover 10% area if BLER is less than 0.10%. 
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Figure A2. BLER in Single Sector (ISD=500m)
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Figure A3. BLER in 7 Sector (ISD=500m)
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Figure A4. BLER in 19 Sector (ISD=500m)
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Figure A5. BLER in 37 Sector (ISD=500m)
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Figure A6.  BLER Curves in Different Layouts (9Mbps and 3Mbps)

The presented results so far within Annex A assumed that the MBSFN area is equal to the MBMS service reception area. An alternative for the simulation setup include an increase of the MBSFN area beyond the intended MBMS service reception area. The MBSFN area can be made equal to the size of the intended reception area plus one or more ring of cells. 

Figure A7 shows the simulation setup with an MBSFN area size of 19 cells surrounded by interfering cells. For the moment we assume that the surrounding cells transmit unicast data. 3 reference circles close to the border of the MBSFN area are also shown in Figure A7. Figure A8 shows the scatter plot of SINR (dB-averaged over frequency domain) from the simulation scenario in Figure A7. The radius of the 3 reference circles is shown as vertical lines. It can be seen that below 500m distance the mean of the SINR distribution versus the distance is quite constant. At a distance larger than 500m a strong drop of the SINR is noted. This strong drop can be avoided if the MBSFN area is extended beyond the service reception area resulting in a more uniform SINR within the reception area. In order to get similar simulation results, locations in the border cells of the MBSFN area may be excluded from the evaluation of reception locations.
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Figure A7: Simulation scenario: 19 cells in MBSFN area
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Figure A8: SINR versus distance from MBSFN center; interfering unicast cells
In another simulation setting the cells surrounding the considered MBSFN reception area are assumed to belong to another MBSFN. In this case, techniques such as interference rejection combining (IRC) in the UE  are more efficient, because the signals from all the cells of the adjacent MBSFN area coherently aggregate (as long as they arrive within the cyclic prefix) and thereby the adjacent MBSFN area is seen as one single large interfering cell. IRC is most efficient in this case of a dominant single interferer. Figure A9 shows the SINR results for this scenario. Compared with Figure A8 the SINR is significant higher. Therefore, the assumptions of simulations should distinguish whether the cells outside of the considered MBSFN area transmit unicast data or belong to another MBSFN area.
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Figure A9: SINR versus distance from MBSFN center; interfering cells from a second MBSFN
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