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1 Introduction

This document describes the applications and requirements of a new 3D Video (3DV) initiative underway in MPEG. Our vision is a new 3DV format that goes beyond the capabilities of existing standards to enable both advanced stereoscopic display processing and improved support for auto-stereoscopic N-view displays [1].
3DV is the second phase of FTV (free-viewpoint TV), which is a new framework that started back in 2001. FTV is a framework that allows viewing of a 3D world by freely changing the viewpoint. Multi-view Video Coding (MVC) was the first phase of FTV, which enabled the efficient coding of multiple camera views. 
2 Application Scenarios
The 3DV format targets two specific application scenarios:

· Enabling stereo devices to cope with varying display types and sizes, and different viewing preferences. This includes the ability to vary the baseline distance for stereo video to adjust the depth perception, which could help to avoid fatigue and other viewing discomforts. 
· Support for high-quality auto-stereoscopic displays, in such a way that the new format enables the generation of many high-quality views from a limited amount of input data, e.g. stereoscopic video and respective depth maps.
The targets of the 3DV format are illustrated in Fig 1. 

Due to limitations in the production environment, the 3DV data format is assumed to be based on limited camera inputs; stereo content is most likely, but more views might also be available. 

The rate required for transmitting the 3DV format should be fixed to the distribution constraints. For support of a large range of high-quality displays, there should not be an increase in the rate simply because the display requires a higher number of views to cover a larger viewing angle. In this way, the transmission rate and the number of output views are decoupled. For support of displays providing a significantly limited number of output views, it should be possible to decrease the bit rate by excluding information that is not required for rendering from the transmission.

In order to support a wide range of auto-stereoscopic displays, it should be possible for a large number of views to be generated from the reconstructed data format. In addition, advanced stereoscopic processing that requires view generation at the display would also be supported by this format.

Auto-stereoscopic displays with affordable cost are anticipated to be available with in 3-4 years. The technical limitations of decoders for those auto-stereoscopic displays should be considered, such as the decoding capability. The decoding capability of maximum coded pixels per second are assumed to be about four times single view HDTV. 3DV format should be enabled within these limited conditions and still be capable of generating high quality synthesized views.
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Fig. 1. Target of 3D Video format illustrating limited camera inputs and constrained rate transmission according to a distribution environment. The 3DV data format aims to be capable of rendering a large number of output views for auto-stereoscopic N-view displays and support advanced stereoscopic processing.

3 Requirements of 3DV
3.1 Requirements for Data Format
3.1.1 Video data

The uncompressed data format shall support stereo video, including samples from left and right views as input and output. The source video data should be rectified to avoid misalignment of camera geometry and colors. Other input and output configurations beyond stereo should also be supported.
3.1.2 Supplementary Data
Supplementary data shall be supported in the data format to facilitate high-quality intermediate view generation. Examples of supplementary data include depth maps, segmentation information, transparency or specular reflection, occlusion data, etc. Supplementary data can be obtained by any means from a predetermined set of input videos. The total amount of uncompressed video data and supplementary data should be at most four times a single uncompressed video data.
3.1.3 Metadata
Metadata shall be supported in the data format. Examples of metadata include extrinsic and intrinsic camera parameters, scene data, such as near and far plane, and others.
3.1.4 Low complexity for editing

The data format should allow for editing with low complexity.
3.1.5 Applicability

The data format shall be applicable for both natural and synthetic scenes.
3.2 Requirements for Compression of 3DV Data Format
3.2.1 Compression efficiency
Video and supplementary data should not exceed twice the bit rate of state-of-the-art compressed single video. It should also be more efficient than state-of-the-art coding of multiple views with comparable level of rendering capability and quality.
3.2.2 Synthesis accuracy
The impact of compressing the data format should introduce minimal visual distortion on the visual quality of synthesized views. The compression shall support mechanisms to control overall bitrate with proportional changes in synthesis accuracy.
3.2.3 Forward compatibility 
The compressed data format shall include a mode which is compatible with existing MPEG coding standards that support stereo and mono video. In particular, this mode should be compatible with MVC and hence AVC. Note: the AVC bitstream may contain either mono or frame-compatible stereo, e.g., side-by-side and top-and-bottom formats.
The mode that is compatible with existing MPEG coding standards enables existing decoders to extract stereo or mono video from bitstreams conforming to the mode. Any other modes that are not compatible with existing MPEG coding standards do not enable existing decoders to extract mono video from bitstreams conforming to the mode.
3.2.4 Stereo/Mono compatibility

The compressed data format shall include a mode that enables the simple extraction of bitstreams for stereo and mono output, and support high-fidelity reconstruction of samples from the left and right views of the stereo video. Modes that do not enable simple extraction of bitstreams for stereo and mono output must demonstrate a significantly higher performance in terms of both: coding efficiency and rendering capability. Stereo compatibility requires that the decoded stereo video has a suitable baseline such that it can be displayed for comfortable stereoscopic viewing without requiring synthesis of views. Comfortable stereo viewing requires a stereo disparity range as exhibited in state-of-the-art stereo video content such as in frame compatible stereo video broadcast and stereo video format for high definition optical disc.
3.2.5 View scalability

The data format shall have configurations that allow for extraction of bitstreams that represent sub-sets of the views available in the compressed data format. This includes extraction of backward compatible bitstreams according to section 3.2.3 as well as more general extraction of bitstreams that allows e.g. for rendering of a limited viewing angle. 

3.3 Requirements for Rendering of 3DV Data Format
3.3.1 Rendering Capability

The data format should support improved rendering capability and quality compared to existing state-of-the-art representations. The rendering range should be adjustable.
3.3.2 Low complexity

The data format shall allow real-time synthesis of views, required by any N-view display.

3.3.3 Display types

The data format shall be display-independent. Various types and sizes of displays, e.g. stereo and auto-stereoscopic N-view displays of different sizes with different number of views shall be supported. The data format shall be adaptable to the associated display interfaces.
3.3.4 Variable baseline
The data format shall support rendering of stereo views with a variable baseline.
3.3.5 Depth range

The data format should support an appropriate depth range, which is determined by [‑W/2;+W] or less, where W is the width of the display. Very large ranges are not needed, and even undesirable in order to maintain a good visual comfort and prevent viewers from feeling uncomfortable. It is important to avoid fatigue (e.g., due to framing effect, eye convergence and accommodation mismatch).
3.3.6 Adjustable depth location

The data format should support display-specific shift of depth location, i.e., whether the perceived 3D scene (or parts of it) are behind or in front of the screen.
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