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1 Introduction

One of the important scenarios for HTTP streaming is to support live content. For live streaming, a common time reference must be shared by client and server so that client can decide which part of the content to request. 
It is agreed that HTTP/1.1 or higher is used as transportation protocol for adaptive HTTP streaming though other protocol to be used is possible. This contribution addresses the synchronization issue and discusses timing mechanisms in HTTP protocol. It is proposed to use HTTP built-in timing mechanism for synchronization to support live content streaming.  
2 Considerations
For live content, it is segmented at the server according to its clock. A client should be aware of the fact its clock might not be synchronized with the server. Before making access to live content, client has to align its local time with the time at the server so that any request made by the client is interpreted by the server in the desired way by the client. 
It is desirable that few additional communication as possible is required to obtain synchronization between client and server.

The synchronization should be accomplished at earlier stage when access to live content as possible.

The synchronization mechanism should have no restrictions on network deployment, any CDN and/or cache deployed in the network should have no effect on synchronization.  
In any network deployment, synchronization should take advantage of CDN, should not increase load of the origin server.

No change should be made to HTTP/1.1 protocol.
3 Discussion
For live streaming, a common time reference must be shared by client and server so that client can decide which part of the content to request. Since the content is segmented at the server, this reference can only come from the server. 
It is reasonable to assume that origin server and caches with HTTP support share the same time reference since they are well synchronized to reliable clock sources. In RFC2616, it states “Hosts that use HTTP, but especially hosts running origin servers and caches, SHOULD use NTP or some similar protocol to synchronize their clocks to a globally accurate time standard. An HTTP implementation without a clock MUST NOT cache responses without revalidating them on every use. An HTTP cache, especially a shared cache, SHOULD use a mechanism, such as NTP, to synchronize its clock with a reliable external standard”.
However, this assumption can not be applied to client. The local time of device hosting a client may not be correctly set due to various reasons and it does not affect the device’s normal operation. It is not practical to request a user to input correct time each time before using streaming service. 

Since that the adaptive HTTP streaming is based on HTTP/1.1 as transportation protocol, there is no doubt HTTP should be viewed as an integral part of adaptive HTTP streaming of a separate part. It is natural and desirable to exploit existing timing mechanism in HTTP for synchronization between client and server. 
In HTTP protocol, a timing mechanism is defined to support expiration model for efficient use of cache. The mechanism works as follows: 
HTTP/1.1 requires origin servers to send a Date header, if possible, with every response, giving the time at which the response was generated. 
HTTP/1.1 uses the Age response-header to convey the estimated age of the response message when obtained from a cache. The Age field value is the cache’s estimate of the amount of time since the response was generated or revalidated by the origin server. In essence, the Age value is the sum of the time that the response has been resident in each of the caches along the path from the origin server, plus the amount of time it has been in transit along network paths. 
These HTTP headers in a response enable a client to estimate the time at the server when a response to its request is sending, whether from origin server or a cache. 
tn=tdate+tage   if Age header is not present, tage  takes value 0
where：
tdate is the value of DATE header, in a format appropriate for arithmetic

tage  is the value of AGE header. If it is not present, the response is first-hand from origin server, it takes value 0. Otherwise, the response is from a cache, tage take value greater than 0. 

tn  is the estimated time at the server when the response is sending. 

Then the time at the server when this response is made can be used to align with the local time at the client for the same event. 

t’n is the local time the client when the response is sending, since this time can not be observed, it can only be estimated by client. Because the response is made after the request from the client and before it is received by the client, the local time at the client corresponding to when the response is sending can be estimated using the two time values:
t’n =(treq+tres)/2

treq: is the local time observed at the client when the request is made

tres：is the local time observed at the client when the response is received
Note that the round-trip delay for the request and response pair is also compensated in this way. The delay imposed by transmission for request and response may be different, it takes more time for response with an entity. A small-sized entity usually leads to small difference. Metadata file is such a small-sized file to be requested for synchronization.
Then time difference can be obtained，

td=tn- t’n
The client is then synced with server and request can be made with the same time reference as the server. Any local time can be easily mapped to the server’s time or the reverse.
t= t’+td  
where t’ is the local time at the client and t is the corresponding time at the server

The time estimation using HTTP header can only be accurate to second. Error is possible due to rounding, age overestimation by cache etc. Given that each fragment is at least several seconds in duration and it is even longer for segment with one or more fragments, the estimation from above is accurate enough and acceptable for http streaming. Anyway, it is no less accurate than a “wall clock”.
Before the metadata file is obtained and parsed, a client can’t be configured correctly for media presentation. As a natural choice synchronization can be first accomplished when a client requests metadata file(s) for a presentation. And the client can also perform synchronization in subsequent request-response pairs in live streaming to keep track of server’s time for better synchronization. 
The metadata file can be MPD(media presentation description) file and/or metadata segment file. Though MPD may not be delivered over HTTP, metadata segment file containing “ftyp” and “moov” box is always delivered over HTTP. 
The process described above is shown in figure 1.
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Fig. 1

In the case of that there are caches along the path which do not support HTTP/1.1 or higher, and the response is taken from such a cache and returned, neither an Age header is included nor the Age header contains a valid value. This case can be detected by the client from the protocol version in the response. The client can issue an HTTP request for metadata with HTTP header such as Pragma:no-cache to force a response from the origin server.
4 Proposal 
As the conclusion of above discussion, we propose:

A client has to be synchronized with server when a live content is streamed. To achieve this timing mechanism built in HTTP/1.1 is proposed to be used. The Date header and Age Header in HTTP/1.1 are used by the client to calculate time differences between client and origin server so that request can be made based on a same time reference. The proposed synchronization can be first accomplished when a client requests MPD for a presentation and be performed in subsequent request-response pairs in live streaming to keep track of server’s time. 
If the proposal is approved a CR will be submitted.
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