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1 
Introduction

HTTP streaming is part of the new work item on PSS and MBMS extensions [1].  This document provides some background to the work and proposes a way forward which would give much of the PSS RTSP/RTP functionality also for HTTP streaming using 3GP files.
2 
Background

There is a trend towards using HTTP as the main protocol for multimedia delivery. PSS already supports this to quite some extent by using the 3GP file format defined in [2].  3GP files support progressive download (a type of HTTP streaming) and a specific profile and brand has been defined for this case, the progressive-download profile.  This profile sets requirements on interleaving depths, etc. The typical use case is progressive download/streaming of a pre-encoded media clip. It is possible to use the 3GP file format also for live content, as well as for doing adaptivity, but there are no guidelines available or hints to the client on the type of content.
3 
HTTP Streaming Scope
We see that most of the use cases for RTP based PSS streaming are, in general, also valid for HTTP Streaming.  However, the areas of live content and adaptivity need to be clarified in order to achieve interoperability.  These areas are orthogonal and can be combined as is shown in the table below. 
Table 1: Adaptive, static, recorded and live content.

We propose the aim that all of the above cases should be handled by this HTTP streaming work. 

4 
HTTP streaming with current specification
The main building block needed for both live and adaptive content is movie fragments. These are already part of the 3GP file format by inheritance from the ISO file format.
Movie fragments make it possible to distribute the meta-data into multiple chunks and thereby avoid the need that the full file structure is known by the client at the start of playback.

As long as a 3gp-file is delivered as a sequence of movie fragments, these fragments can be created live during the transmission, and/or chosen between different versions with different bitrates. The latter choice allows for adaptivity. The server can trigger adaptivity by monitoring the TCP delivery of the data towards the client.
It is thus, in principle, possible to implement this already today. However, there is functionality lacking such as knowledge whether the media is live or stored, and that features such as the seek operation that can be done for non-fragmented 3gp-files by using byte-ranges in the HTTP request, do not work any longer. We therefore suggest defining some extensions in the next section.

5
Extensions to the 3GP file format

The general delivery format from the server is suggested to be session metadata (moov) followed by a continuous sequence of fragments (moof) with corresponding mediadata (mdat). To tell this, we suggest a new brand to be used, and a signal to tell whether the data is live or stored.

Especially for long-life live channels, it may happen that there is a need to change codec or codec settings in the middle of the stream. This could be handled by inserting a new session metadata box (moov) in the stream. This is not allowed in the current specification, so this implies incompatibility with earlier versions of the file format.

To provide good server performance, we also forsee a change in the server file format.

6
The seek problem
With adaptivity, the possibility of seeking a specific time instance via a HTTP request using byte-ranges no longer works. For example, a request for the same part of a file (e.g. the range of 0-100000 bytes) at two different points of time may give two different encodings, depending on the link conditions at that time.  A result of this is that byte range jumps will no longer be a way of navigating in a file. Instead, one could use a URL scheme and provide the desired time point as part of the URL, and the server could try to locate that point.

However, the time instance asked for by the client, may not map directly to a start of a fragment, in which case the server must return the fragment from the start, and the client will not know the exact time. To remedy this, the client must get feedback on what time range is actually delivered. This could be done by introducing a time interval in every fragment, something which is currently not available.  

Another solution would be to add a proprietary range header to the HTTP request and answer with a similar header in the response. This functionality should be possible to map to the range handling in RTSP.

It is also important to signal that a specific content is live, and not seekable, or that it is seekable only one hour back in time.

6
Guide lines for HTTP streaming

We think it would be very valuable to have guidelines for how to encode content for HTTP streaming, just as we have for progressive download. These should include issues such as fragment lengths having the same time extent for all different bitrates, as well as that every fragment should start with a random access point.
5 
Proposed way forward
We propose that the 3GP file format [2] be used as the basis for HTTP Streaming.  To simplify HTTP streaming (especially in the live and adaptive cases) new profiles/brands should be defined These could, for example, signal to a terminal that seeking in a file is not possible. Some other minor changes to the file format may also be needed.
Secondly, a time based method of navigating in the file should be defined.
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