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1 Introduction

In S4-080278 it has been agreed that one of the targets for the SA4 work on enhancements to MTSI-MHI is to introduce support for MTSI service performance monitoring, which is mainly about QoE reporting from the MTSI client in the terminal. This contribution outlines a proposed scheme to how QoE reporting can be done for MTSI service performance monitoring. The proposal is built on the experiences from the existing QoE reporting for PSS and MBMS, but is adapted to the scenario of client-to-client sessions, as compared to the one-way PSS/MBMS services.

2 Configuration

A MTSI performance monitoring feature could be very useful for operators, especially at the beginning of the MTSI service deployment. When the end-to-end MTSI service starts its deployment, operators need means to check the service performance from end-user experience point of view, to optimize its operation. When MTSI services are fully operational the QoE reporting can be minimized or deactivated completely, or maybe activated on a periodic basis for a smaller number of UEs. This leads to the conclusion that for performance monitoring configuration, the QoE reporting should be turned on and off on a per UE basis. 
In PSS/MBMS the configuration is done via SDP negation, this could in principle provide a greater flexibility, as every session could be configured differently. However, this also adds extra complexity to the session setup, and could potentially result in longer setup times due to the QoE negotiation, as this feature is also not used for every session on every terminal. Another drawback is that the main purpose with the SDP is for negotiations between end devices, while the QoE configuration is actually an agreement between each device and the system, which makes the use of the SDP a bit "unclean".

As noted earlier, it is expected that QoE reporting will be used as a way of assessing the end-user quality for a service, and not for specific sessions. It should therefore be enough to be able to control the reporting on a per-UE basis. An easy way to enable such a configuration is to use OMA-DM, as it is already an established way of configuring different aspects of the UE.

With OMA-DM the UE would typically receive the QoE configuration parameters when the performance monitoring feature is activated, and when an MTSI session is started the reporting will then be made according to the relevant part of the QoE configuration, depending on the service or media type. The system can update the QoE settings or deactivate the performance monitoring at any time by sending out new configuration data.

We propose that OMA/DM should be used as the QoE configuration method. The OMA-DM server usually needs to configure the reporting server URI, reporting interval, measurement interval, etc.
3 Reporting procedure
We propose that reporting is done in a similar way as for MBMS, by HTTP. It is a simple but adequate solution which is already established in most UEs. The data is normally in XML format, and standard HTTP compression techniques (like gzip) can be used to minimize the amount of data needed to be sent over the air. The compression ratio achieved is typically higher for larger content, which indicates that it is beneficial from a network point of view to buffer a number of QoE measurements before sending. This also reduces the impact of the HTTP setup overhead. 
Since it is the network which initializes the performance monitoring feature, the protocol interaction between the MTSI client in the terminal and the HTTP server can be relaxed, i.e. the MTSI clients only need to send out the QoE report without the need to take care of any feedback from the HTTP server. In this way the impact of the performance monitoring reporting on the UE implementation is minimized.
The purpose with the QoE reporting is not to enable real-time service or network adaptation, so there is no need for extremely frequent reporting. In principle it would be possible to report all accumulated QoE data only after each session has finished.  For long sessions, however, such an after-the-session reporting would require the UE to buffer a potentially large amount of data, and it is therefore beneficial to have the possibility to report also during the session. 
A typical scenario could for instance be to report every 5 minutes, plus at the end of the session. The last report then contains all the measurements made between the last 5-minute report and the end of the session.








































