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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
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Abbreviations

For the purposes of the present document, the following abbreviations apply:

4
General Overview

5
Test Plan for Jitter Buffer Performance Characterization

5.1 Test Methodology 

 Figure 1 and Figure 2 illustrate the test configurations to be considered in this document, where EID stands for error insertion device


Figure 1: Test configuration for listening only


Figure 2: Test configuration for conversation

5.1.1 Listening Only Test  

  The goal of this test is to evaluate the impact of the jitter management schemes on the speech quality when the channel is subject to jitter.  Subjective quality score and  delay will be used as metrics to evaluate the results. The test will be designed based on P.800.Sec.6.2.

5.1.2 Conversational Test

The purpose of this test is to perform subjective evaluation of jitter buffer management methods under a controlled simulated network environment. The goal is to investigate the effects of the different algorithms on the conversation quality in a controlled environment of a  reference physical transmission system.  This test will be designed based on  P.800.Sec.6.1.
5.2  Test Bed Description 

5.2.1 Overview

A test bed consists of 

· a test laboratory, 

· VoIP clients and 

· an intermediate reference system that represents the physical transmission link.  

The test laboratory and the intermediate reference system will be discussed in the following, and the VoIP clients  will be discussed in a later section. 

5.2.2. Listening-Only

The term VoIP client is used to include speech encoder and RTP packetization on the sender side; a jitter buffer management (JBM) scheme and speech decoder on the receiver side.  Figure 1 shows a test scenario


[image: image3]
Figure 3: Test setup for VoIP codecs 

The network simulator uses a channel delay profile  to introduce packet losses and packet delays to the encoded RTP packet stream.  An example RTP packet stream at the output of the network simulator is shown in Figure 3. Figure 2 explains the different fields of the network simulator packets. Notice that the time stamp field does not increment periodically by 20ms anymore. Instead the packet delay experienced by the packets is included in the time stamp field.  


[image: image4]
Figure 4: Network simulator packet. In addition to the RTP packet, two addition header fields are required by the network simulator. Packet size: size of the RTP packet (payload + header). Time stamp: time (in ms) at which the packet is transmitted/received.


[image: image5]
 Figure 5: Network simulator packets at the receiver. 

Figure 5 explains the different fields of the network simulator packets. The RTP packets are shown with two addition header fields required by the network simulator. Packet size: size of the RTP packet (payload + header). Time stamp: time at which the packet was received, this has been modified from the transmission time to include the packet (scheduler + transmission) delay. Notice that it does not increment periodically by 20 ms.

When evaluating the user experience in VoIP services , it is essential to have a “repeatable process” that exercises JBM schemes operating with a given speech codec, such as AMR and AMR-WB. Evaluation of various JBM schemes can be based on  the following pseudo code: 

Read in first speech packet

receivedPktTime = time of first received speech packet, 

playoutTime = time of the first received speech packet. 

lastReceivedPkt = 0

do { 

While (receivedPktTime<= playoutTime ) {

Deliver the received speech packet to the VoIP client

Read in next speech packet

Set receivedPktTime = time of next received speech packet

If(no more packets) {

lastReceivedPkt=1 

break;

}

}

While (playoutTime < receivedPktTime) {

Request speech samples from VoIP client

 VoIP client returns Tp sec of speech samples

Write out Tp sec to file output

Set playoutTime = playoutTime + Tp

}

} While (VoIP client has PCM samples & lastReceivedPkt==1) 

The VoIP client should, when requested speech samples, return short duration of PCM samples, e.g., 1ms.  To ensure fair testing and verify the de-jitter and time warping aspects in a VoIP system, the network-decoder interface controls (i) the delivery of encoded speech packets to the speech decoder and (ii) controls the output of speech data from the speech decoder. However, to enable more realistic operation, the VoIP client is given the freedom of deciding how many speech samples it wants to output for each NCIM speech output request.  
A C code implementation of the pseudo code above can be found in the Annex[Editor’s Note: Code from QC][Editor’s note 231]

5.2.3. Conversation
The testbed can be divided in 4 logical components:

1. VoIP Clients: Subjects, AMR+VAD, JBM

2. EID:  HSDPA/HSUPA Sample of RLC packet stream

3. Input Control: Parameters for the Test

4. Output Control: Record Holder for the Output Results (see following)


In the figure  symbol             indicates the data recorder for the output results of the tests. Results are recorded in R1, R2, R3, R4, where

1. R1: opinion score of subject A

2. R2: opinion score of subject B

3. R3:  delay of each frame received by subject A

4. R4:  delay of each frame received by subject B. 



 The processing of the test results is discussed in [Editor’s Note: Section to be determined] 

Figure 6 shows the mobile-to-mobile communication scenario. For the test of the mobile-to-fixed communication   the yellow boxes in the figure  will be removed.



























Figure 6: Architecture of the Test Bed for the Conversation Test

[Editor’s Note 313]

5.2.3  Description of VoIMS Sender and Receiver

Speech frames of 20 ms will be generated at the sender as following:  Each frame is created by sampling the raw data, applying A/D conversion and encoding the bits as defined by [13 Editor’s Note: Check the reference].   An example of the architecture of VoIP receiver is shown in Figure 7, and the description of the functionality provided by each of the processing blocks is given below.
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Figure 7: An example of the architecture of a VoIP receiver with adaptive jitter buffer capability.

1. Buffer: The jitter buffer is used to store the incoming speech frames from the network. The buffer status can be also used as input to the adaptation decision logic. Furthermore, the buffer is also linked to the speech decoder to provide frames for decoding when they are needed for decoding & playback.

2. Network analyser: The network analysis functionality is used to monitor the incoming packet stream and to collect reception statistics (e.g. jitter, packet loss) that are needed for jitter buffer adaptation. Note that this block can also include e.g. the functionality needed to maintain statistics required by the RTCP if it is being used.

3. Adaptation control logic: The control logic adjusting playback delay and operating the time scaling functionality makes decisions on the buffering delay adjustments and required time scaling actions based on the buffer status (e.g. average buffering delay, buffer occupancy, etc.) and input from the network analyser. Furthermore, external control input can be used e.g. to enable inter-media synchronisation or other external scaling requests. The control logic may utilise different adaptation strategies such as fixed jitter buffer (without adaptation and time scaling), simple adaptation during comfort noise periods or buffer adaptation also during active speech. The general operation is controlled with desired proportion of frames arriving late, adaptation strategy and adaptation rate.

4. Speech decoder: The standard AMR or AMR-WB speech decoder, as used in the circuit switched service. Note that the speech decoder is also assumed to include error concealment / bad frame handling functionality.

5. Time scaling unit: The time scaling unit shortens or extends the speech signal length according to scaling requests given by the control logic to enable delay adjustment in a transparent manner.   The buffer control logic should have a mechanism to limit the maximum scaling ratio. Providing a scaling window in which the targeted time scale modifications are performed improves the situation in certain scenarios – e.g. when reacting to the clock drift or to a request of inter-media (re)synchronisation – by allowing flexibility in allocating the scaling request on several frames and performing the scaling on a content-aware manner. The time scaling may be implemented either in a separate entity from the speech decoder or embedded within the decoder.

5.2.4  Description of  HSDPA/HSUPA Simulator   

[Editor’s note: description of the test system based on HSDPA/HSUPA air-interface, e.g, from S4-050579]

5.2.5 Fixed Delay

Fixed delay includes all delay components introduced by the End-to-End system except the jitter generated by the system.

The different components involved in a typical mobile to mobile VoIP call are shown in Figure 1. The total time taken from tx UE to rx UE is the end-to-end delay in a VoIP call. This includes 

· the processing in the UEs (encoding and decoding), 

· the processing in the different components, NodeB, RNC, SGSN, GGSN 

· the air-link transmission time (HSDPA and HSUPA), core network delay, and 

the scheduler delay for HSDPA.
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Figure 8: VoIP transmission path in a HSPA system
5.2.6 Test Environment for Conversational Test

Table 1: Noise types 

	Noise type
	Level (dB A)

	Car
	[60]

	Street
	[55]

	Cafeteria
	[60]


Table 2: Test details 

	Listening Level
	1
	79 dBSPL

	Listeners
	32
	Naïve Listeners

	Groups
	16
	2 subjects/group

	Rating Scales
	5
	 P.800.1 MOS-CQS, (ACR)

	Languages
	3
	TBD

	Listening System
	1
	Monaural headset audio bandwidth 3.4kHz   . The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 Room Noise, with table A.1 and Figure A.1), except when background noise is needed .


5.2.7 Test Conditions 

5.2.8  Anchor/Reference  Condition 1

Table 1: Test conditions for conversational tests with AMR-NB

	Cond.
	Background noise in Room A
	Background noise in Room B
	Experimental factors



	
	
	
	Target 
Frame Loss Rate
	Radio cond.

(Chan.type)
	Mode (fixed  delay)

	1
	Hoth
	Hoth
	0.01
	PA3
	5.9  kbit/s ( [ 100 ]ms)

	2
	Hoth
	Hoth
	0.01
	PA3
	12.2 kbit/s ([100 ]ms)

	3
	Car
	Hoth
	0.01
	VA30
	5.9 kbit/s(100)

	4
	Car
	Hoth
	0.01
	VA30
	12.2 kbit/s ([ 100] ms)

	5
	Cafeteria
	Hoth
	0.01
	PA3
	12.2  kbit/s (100)

	6
	Cafeteria
	Hoth
	0.01
	PA3
	5.9 kbit/s ( [ 150]ms)

	7
	Street
	Hoth
	0.01
	PA3
	12.2kbit/s ( [ 150]ms)

	8
	Street
	Hoth
	0.01
	PA3
	5.9 kbit/s ([150] ms)


5.2.9  Anchor/Reference  Condition 2

Table 2: Test conditions for conversational tests with AMR-WB

	Cond.
	Background noise in Room A
	Background noise in Room B
	Experimental factors



	
	
	
	Target Frame Loss Rate
	Radio cond.

(Chan.type)
	Mode (fixed  delay)

	1
	Hoth
	Hoth
	      0.01
	PA3
	12.65 kbit/s ([10000]ms)

	2
	Car
	Hoth
	      0.01
	VA30
	12.65 kbit/s ([100] ms)

	    3
	Car
	Hoth
	      0.01
	VA30
	12,65 kbit/s ( [150] ms)

	4
	Street
	Hoth
	     0.01
	PA3
	12.65kbit/s ( [150]ms)


6 Description of  VoIP Clients

6.1 Principle

6.2 
Algorithm 1: Fixed Jitter Buffer (baseline)

One of the simplest de-jitter buffer implementation is a “fixed” de-jitter buffer implementation. Here, when a packet is delayed by more than ‘T’ secs,  it is discarded and erasure is indicated to the speech decoder.  Additionally, the only speech impediments introduced by them are packet losses. The fixed buffering scheme will provide the upper bound curve for voice quality when the buffer length is selected to reach desired delayed frame rate.  Trade-off between MOS and delay for fixed de-jitter schemes is illustrated in the Figure 9.
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Figure 9: Trade-off between MOS and delay for fixed de-jitter schemes.  

A reference C code implementation can be found in the Annex [Editor’s Note: Code based on 255 and explanation will be provided]

6.3 
Algorithm 2: Adaptive Jitter Buffer

7
Analysis of Test Results

8
Conclusions
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� The frame loss refers to the loss of the RLC packets detected at the receiver








�David:  What do you mean by these last two items?  We should probably put in a more detailed explanation of conversational delay, and try to push the conversational delay metric here.


What �do you know the order of magnitude of jitter on the UL?  Are the retransmissions very fast?
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