3GPP TSG SA WG4 #39
Tdoc S4 (06)0245
15-19 May, 2006, Dallas, USA

Source:
Ericsson
Title:
Jitter buffer management for IMS Multimedia Telephony
Document for:
Discussion and decision
Agenda Item:
13.7.1
1 Introduction

For any packet-switched conversational service where there are strict delay requirements there is a need for efficient handling of variations in the packet delivery timing, also known as delay jitter. This has been discussed previously in this group and it is also shown in the technical report [1] as well as in the work within [2] and [3]. This document is aimed to discuss the next step in these investigations and discussions; i.e. what is the SA4 way forward when sufficient knowledge has been established about the role of an efficient jitter buffer algorithm in IMS Multimedia Telephony.

This document is divided into three sections.

1. A presentation of results which indicates that jitter is an inherent part of HSPA systems (DL:HSDPA, UL:EUL) and why it is important that the IMS Multimedia Telephony client can handle it.

2. A discussion about different alternatives to handle the delay jitter

3. A conclusion including a proposal about how 3GPP-SA4 should specify the behaviour of the jitter buffer

IMS Multimedia Telephony is a telephony-grade service. This means that there are strict requirements on availability, predictability (in terms of quality and service behaviour), interoperability and quality. E.g., SA1 has stated [4] that the service requirement specifies that the total end-to-end delay of the service must be in the range between 150 and 400 ms where the lower value is to be seen as a design guideline and the upper limit high-lights the worst case scenario where the service still can be regarded as a real-time service. All taken together; IMS Multimedia Telephony represents not just any service, it represents the core communication service of future mobile networks and will be the heir of the traditional circuit-switched speech service which serves as the fundamental service of mobile networks today. Hence, Ericsson believes that IMS Multimedia Telephony needs a well-defined specification of all such nodes which will have an impact on availability, predictability, interoperability and quality. The handling of delay jitter is a crucial component in the media processing chain in order to secure intrinsic media quality and to uphold and preserve the conversational end-to-end delay.

2 Jitter in 3GPP systems

As described in [1], jitter is an inherent part of several different 3GPP access types. The most prominent examples are of course E-DCH (EUL) and HS-DSCH (HSDPA) but even for E-GRPS jitter is a part of the transport characteristics. The core network can also induce jitter, especially in overload situations, but the core network contribution to the total end-to-end jitter is minor. Ericsson has conducted several in-depth studies of these environments including core network modelling, radio access simulations and client processing. Some results from the HSDPA/EUL studies are shown below. The simulation details are aligned with the current work done in RAN2 and the scheduler in the simulation takes into account the real-time demands for voice. Only voice users are included. Please note that the traces shown here do not represent any extreme behaviour; they are intended to indicate the jitter variations that individual users can experience. 
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Fig 1. The behaviour shown here represents the ideal behaviour. No large jitter spikes and rather confined jitter behaviour with low end-to-end delay. 

In figure 1, a user with simple jitter behaviour is shown. The jitter is well confined and stationary resulting in a small jitter buffer fill level variation and few, if any, adaptation instances. The requirements on the jitter buffer implementation in this situation are very small and in this simulation, the end-to-end delay is even lower than the SA1 demands for the service [4].
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Fig 2. This shows a more challenging jitter situation where the situation goes from good to bad and then back again. The jitter amplitude varies between 30-40 ms up to 80-100 ms. The drops down to zero indicates packet losses. Packet loss rate is 0.7%.
In figure 2, a slightly different jitter situation is shown. Here, the session starts with a similar behaviour as in figure 1 but due to some change in the transport environment, the jitter goes up even to the point where packet losses occur due to a threshold set in the system where a packet which is outdated will not be sent or processed at all. The increased jitter situation stems from an increasing amount of H-ARQ re-transmissions. This situation is not easily handled by a simple, or even static, jitter buffer unless a large safety margin is included in the initial buffer fill level. That would increase the end-to-end delay and also punish the overall session with an unnecessary high end-to-end delay added by the jitter buffer. 
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Fig 3. This plot shows a quite tough jitter behaviour situation. Jitter magnitude not stationary with bursty behaviour. Total packet loss rate is 2.4 %.
In figure 3, rather challenging jitter behaviour is shown. Although the session starts with the same jitter characteristics as in figure 1, the situation deteriorates rather quickly and the jitter magnitude grows from 20-30 msec up to 80-100 msec. The amount of packet losses grows to 2.4% without taking into account any possible late losses in the jitter buffer. An interesting observation is that the packet loss rate grows in the same instance as the jitter grows, hence adaptation mechanisms that use concealment techniques by inserting or removing full frames will amplify the degradation of the increasing packet loss rate.

3 Alternatives to handle delay jitter

It is well known that there are different alternatives to handle delay jitter. There are basically two categories of jitter buffers; static buffers and adaptive buffers where the latter has the possibility of changing the buffer fill level during a session whereas the first is static during the session. It should be clear from previous discussions in SA4, combined with the service requirements set by SA1, that a static jitter buffer is not sufficient to guarantee speech quality that equals or exceeds traditional circuit-switched speech services while keeping the conversational delay low. Hence, the discussion regarding delay jitter handling in SA4 should focus on adaptive jitter buffers.

Adaptive jitter buffers can be divided into different categories based on what kind of adaptation mechanism that it uses. 

· Frame-based adaptation

· Sample-based adaptation, i.e. change the frame consumption rate of the speech decoder from the jitter buffer depending on how long time period the current frame is supposed to represent. This is also known as time scaling.
3.1 Frame-based adaptation

Frame-based adaptation is done by inserting or removing full speech frames in the jitter buffer. This can be done in several ways. 

· On-set adaptation. On-set adaptation is performed by awaiting a speech onset, i.e. the transition from a DTX period into an active speech period and then change the threshold in the jitter buffer where the decoder is allowed to consume frames from the buffer.

· Frame insertion/removal. Adaptation by full frame insertion/removal can be performed at any time. The technique can be aided by a frame classification algorithm which in the event of frame removal, rank the frames in the jitter buffer in priority order and the frame with the lowest priority is dropped. Frame insertion is performed by a simple frame copy operation which also can be assisted by a frame classification algorithm which would indicate a suitable candidate for duplication.

The benefit of using frame-based adaptation is mainly ease of implementation. Since only full frames are treated, the implementation becomes rather straightforward where the jitter buffer control algorithm only controls the rate of consumption from the jitter buffer in 20 msec entities. The drawback with these algorithms is that there is a price to pay in terms of intrinsic speech quality. The frame insertion/removal procedure automatically induces concealment behaviour. Hence, jitter buffer adaptation can be argued to be equal to packet loss with a possible difference that the algorithm has to some extent control over what packet that is lost. 

The on-set adaptation mechanism does not induce concealment behaviour but it has a slow reaction time. The only occasion where the buffer fill level can be changed is during speech onsets which only occur once per talk-spurt. In situations as shown in figure 2 and 3 above, this could become problematic and the risk of jitter buffer under runs would grow. Further, the performance of the jitter buffer is dependent on the quality of the VAD on the sender side since it is fair to assume that the indication of a start of a talk spurt is detected on the receiver end via a logical true value of the marker bit in the payload format. 

3.2 Sample-based adaptation

The common denominator of sample-based adaptation is that the adaptation algorithm can control the rate of the decoder frame consumption from the jitter buffer without changing the output sampling rate of the decoder. Although each received frame still represent a fixed number of decoded samples, the use of so-called time scaling algorithms can change that number and hence also the rate of which frames are consumed from the jitter buffer. This ability makes it possible to dynamically adapt the fill level of the jitter buffer algorithm in a much smaller scale than +/- 20 msec which is the resolution of frame-base adaptation schemes. 

A possible drawback with sample-based adaptation schemes is that they can represent a somewhat larger implementation effort compared with frame-based adaptation schemes. There is also a small complexity increase in terms of processing cycles. However, sample-based adaptation is the state-of-the-art jitter buffer adaptation scheme today and it provides much greater flexibility and results in higher intrinsic end media quality than any other adaptation scheme. Adaptation can be performed whenever necessary and the quality impact of the time scaling operation is quite small, especially if a limitation is put on the amount of time scaling allowed.

There are different variants also for sample-based adaptation schemes. So-called virtual jitter buffer techniques have been discussed previously in this group and there is another variant which uses a mixture between on-set adaptation and virtual jitter buffering where time scaling is only used to change the jitter buffer target level which in virtual buffer techniques initially is set to zero. 

4 Discussion and proposal

The technical discussion provided in sections 2 and 3 in this document provides background information to further clarify the position in which Ericsson would like to recommend SA4 to specify performance requirements for jitter buffer handling in IMS Multimedia Telephony. The jitter buffer has an important task to fulfil in IMS Multimedia Telephony sessions where voice is included and provides the mechanism which will control the balance between conversational delay and packet loss rate due to variations in packet delivery timing. A poorly functioning jitter buffer will degrade the service quality and it will also jeopardize the service predictability and reliability. Hence, it is crucial for 3GPP to recognize the role of the jitter buffer in the speech media transport processing chain by specifying minimal performance requirements for the IMS Multimedia Telephony jitter buffer implementation.

The Ericsson proposal for jitter buffer management in IMS Multimedia Telephony is therefore to specify minimum performance requirements. These requirements would serve as a minimum level service quality guarantee but would not restrict the freedom of the implementer. Compliance with the performance requirements would provide the necessary means for the client to show a correct balance between conversational quality (end-to-end delay) and packet losses due to variations in the packet delivery timing. Further, it would also serve as a quality mediator between different proprietary scheduling algorithms and make the IMS Multimedia Telephony session more predictable in terms of quality; both basic quality as well as quality in tough environments. 

The technical details of our proposal for minimum performance requirements can be found in [5].
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