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1 Introduction
In SA4#38, proposed test conditions for listening and conversation tests were prepared for the Characterisation of Adaptive Jitter Management Performance for VoIP Services WI [1]. In the proposed test conditions Table 1 lists a fixed delay component to be added to the jitter trace obtained from RAN. In this contribution we list the different components in the VoIP transmission path and provide values of end to end delay obtained during field trials.
2 VoIP transmission path
The different components involved in a typical mobile to mobile VoIP call are shown in Figure 1. The total time taken from tx UE to rx UE is the end-to-end delay in a VoIP call. This includes 
· the processing in the UEs (encoding and decoding), 
· the processing in the different components, NodeB, RNC, SGSN, GGSN 

· the air-link transmission time (HSDPA and HSUPA), 

· core network delay, and 

· the scheduler delay for HSDPA.
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Figure 1: VoIP transmission path in a HSPA system
3 Field results

Table 1 shows the average and median delays experienced for a ping application in a field experiment over a HSDPA based system. The path traversed by the ping packet is similar to the path experienced for a VoIP packet. Hence it can be expected that the end-to-end delay for VoIP applications will be similar to those shown in Table 1. 
Experimental settings were as follows: 

· Single-user latency tests with Windows-based Ping application 

· Ping payload was set to 32 

· >600 pings for stationary and continuously for mobility scenarios

· Measurements were performed for stationary and mobility scenarios 

· HSDPA scheduler was set to Round Robin

Notice that speech encoding and decoding delay are not covered by this number, however, in the experiments being considered we envision running live encoders and decoders, which will automatically introduce the required realistic encoding and decoding delays. Also, notice that the delays shown in Table 1 do not include the scheduler delay. This value will be included in the delay-profiles provided to SA4 from RAN
	
	Average delay (ms)
	Median delay (ms)

	Ping Latency (32 Bytes)
	100
	70


Table 1: Statistics for ping latency observed in a field trial.

The values in Table 1 correlate closely with the end-to-end delay budget suggested in [2], where a maximum value of 84ms (excluding scheduling and HARQ delay) is suggested as the end-to-end delay.
4 Conclusion

Assuming a heavily loaded scenario, adopt a value of 100-150 ms as the value of fixed delay to be added to the jitter trace obtained from RAN.
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