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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1 Scope

The present document comprises a technical report on Video Performance Requirements, for all packet switched video-capable multimedia services standardized by 3GPP in Release 7, in particular the Packet Switched Streaming Service (PSS), Multimedia Messaging Service (MMS), Multimedia Broadcast and Multicast Service (MBMS), and Packet Switched Conversational Service (PSC).
2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[<seq>]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

[1]
3GPP TR 41.001: "GSM Release specifications".

[2]
3GPP TR 21 912 (V3.1.0): "Example 2, using fixed text".

3 Definitions, symbols and abbreviations

Delete from the above heading those words which are not applicable.

Subclause numbering depends on applicability and should be renumbered accordingly.

3.1 Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.

Definition format

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2 Symbols

For the purposes of the present document, the following symbols apply:

Symbol format

<symbol>
<Explanation>

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

Abbreviation format

<ACRONYM>
<Explanation>

4 Document Organization

This document is organized as discussed below.  
Section 5 introduces the performance test cases chosen, including their relationship with 3GPP services.  Furthermore, it discusses the performance measurement metrics used in this report.  It continues by listing, in the form of tables, the minimum performance requirements of video codecs for each of the test cases.  
Section 6 primarily contains pointers to accompanying files containing video sequences, anchor bit streams, and error prone test bit streams.  It also describes the mechanisms used to generate the anchor bit streams, error prone bit streams, and error patterns.  
Annex AAA sketches one possible environment that could be used by interested parties as a starting point for defining a process to check the performances of a particular video codec against the performance requirements.  
5 Video Codec Performance Requirements

A video transmission in a 3GPP packet switched environment conceptually consists of an Encoder, one or more Channels, and a Decoder.  The Encoder, as defined here, comprises the steps of the source coding and, when required by the service, the packetization into RTP packets, according to the relevant 3GPP TS for the service and media codec in question.  The Channel, as defined here comprises all steps of conveying the information created by the Encoder to the Decoder.  Note that the Channel, in some environments, may be prone to packet erasures, and in others it may be error free.  In an erasure prone environment, it is not guarantied that all information created by the Encoder can be processed by the Decoder; implying that the Decoder needs to cope to some extent with compressed video data not compliant with the video codec standard.  The Decoder, finally, de-packetizes and reconstructs the – potentially erasure prone and perhaps non-compliant – packet stream to a reconstructed video sequence.  The only type of error considered at the decpacketizer/decoder are RTP packet erasures.
5.1 Service scenarios
This report lists the minimum performance requirements for three service scenarios.

Service scenario A relates to a (practically) error-free, latency uncritical transport of the coded video bit stream.  In this scenario, UE based video encoders and decoders are assumed.  The performance requirements have been selected to reflect the computational and memory limitations of an UE.  Two service examples for this service scenario include PSS and MMS, both with assumed phone based encoding.  (See Service Scenario C for PSS utilizing non-UE based coding).  In this service scenario, only the minimum performance requirements of the encoder need to be defined.  Any standard compliant decoder will yield identical results (and hence identical performance), as the video content is assumed to be conveyed without errors, and the decoding process is fully specified in the video codec specifications.  The minimum performance requirements for the Encoder are expressed as the reaction of a reference decoder to a test bit stream generated by an encoder.
Service scenario B relates to an erasure prone transport, low latency requirements, application layer transport quality feedback, and UE-based video encoding and decoding.  The foremost example for this service scenario is PSC.  In this scenario, both encoder and decoder performance – in the latter case including the decoder reaction to non-compliant streams, known as error concealment – are of relevance.  To simplify the requirements definition, service scenario B is split into two sub-scenarios.  Service scenario B1 relates to the minimum performance requirements of an encoder to generate a bit stream that can survive a certain amount of errors.  In contrast, Service scenario B2 relates to the minimum performance requirements of a decoder to consume an erasure prone bit stream generated by an encoder that fulfils the minimum performance requirements of B1.  B1 minimum performance requirements are specified as the reaction of a reference decoder (that includes a fully-defined error concealment algorithm) to a test bit stream generated by an encoder.  B2 minimum performance requirements, in contrast, are specified as the reproduction quality, after error concealment, of a decoder when using error prone anchor bit streams generated by a reference encoder.  
Service scenario C, finally, relates to broadcast or multicast streaming services.  A transport-based FEC is assumed, with the resulting transport characteristics.  Latency is uncritical.  The encoder is assumed not to be UE based, whereas the decoder is assumed to be UE based.  One example for such a service is MBMS.  I don’t think we have a good understanding what to specify here.  The one subject would be stream quality as discussed in scenario A.  The difference between A and C would be UE-based vs. offline encoding.
5.2 Performance Metrics
No agreed performance metric yet.  Dumb-PSNR and Example-Metric added as an example only; so to be able to capture agreement for metric weighting (highlighted in Tdoc S4-050788 section 4.2, case 2).  I have moved the “margin” discussion into section 6.  Also, the agreement in the video ad hoc related to that a “system under test must pass a logical AND of all metrics to pass to pass a test” smells a bit too much of compliance testing.  Therefore, it is moved to Annex AAA.
This report defines performance metrics as discussed in subsections xxx to xxx, to numerically express a Decoder’s reaction to a bit stream.  

5.2.1 M1: Dumb-PSNR

The metric Dumb-PSNR reports three numerical values, representing the non-weighted average peak signal-to-noise ratio of the luminance and chrominance components of the reconstructed sequence’ pictures, calculated against timewise corresponding pictures of the source sequence, measured in dB.  The PSNR for a picture is calculated as follows:
<PSNR formula>

5.2.2 M2: Example-Metric

Example-Metric reports the value of 4711 for all inputs.

5.3 Performance Requirements

5.3.1 Test cases for Service Scenario A

The definition of each test case consists of 

· Test: Test case number

· Sequence (see section xxx for the details of the parameters of the source sequence)

· Bitrate.  For the whole sequence, this bitrate is not to be exceeded.  Furthermore, the stream must be compliant with respect to HRD/VBV constraints as expressed in the video coding standards.

· Framerate: minimum average Framerate, calculated over all coded pictures of the sequence

· maxSkip: maximum number of consecutive frame skips

· do we need anything else here?

	Test
	Sequence
	Bitrate
	Framerate/fps
	maxSkip

	A-1
	stunt_walk_friends_QCIF.yuv
	32
	15-x%
	0

	A-2
	stunt_walk_friends_QCIF.yuv
	64
	15-x%
	0

	A-3
	stunt_walk_friends_QCIF.yuv
	128
	15-x%
	0

	A-4
	bugs_QCIF.yuv
	32
	12.5-x%
	0

	A-5
	bugs_QCIF.yuv
	64
	12.5-x%
	0

	A-6
	bugs_QCIF.yuv
	128
	12.5-x%
	0


5.3.2 Test cases for Service Scenario B1 (Encoder)
The definition of each test case consists of 

· Test: Test case number

· Sequence (see section xxx for the details of the parameters of the source sequence)

· Bitrate.  For the whole sequence, this bitrate is not to be exceeded.  Furthermore, rate control restrictions to reflect the conversational nature of scenario B1.  Example: maximum variation in size (in bits) for any two P-pictures in the sequence: -50%/+100%
· Framerate: minimum average Framerate, calculated over all coded pictures of the sequence

· maxSkip: maximum number of consecutive frame skips

· do we need anything else here?

	Test
	Sequence
	Bitrate
	Framerate/fps
	maxSkip

	B1-1
	stunt_walk_friends_QCIF.yuv
	32
	15-x%
	0

	B1-2
	stunt_walk_friends_QCIF.yuv
	64
	15-x%
	0

	B1-3
	stunt_walk_friends_QCIF.yuv
	128
	15-x%
	0

	B1-4
	bugs_QCIF.yuv
	32
	12.5-x%
	0

	B1-5
	bugs_QCIF.yuv
	64
	12.5-x%
	0

	B1-6
	bugs_QCIF.yuv
	128
	12.5-x%
	0


5.3.3 Test cases for Service Scenario B2 (Decoder)

The definition of each test case consists of
· Test case number

· Bitstream: The anchor packet stream that has already been exposed to errors.  See section xxx for the details of the parameters of the anchor generation, including the video encoder and the channel error simulator settings.  Note: it’s a packet stream and not a bit stream because we need the timing info of the RTP timestamp to match the reconstructed pictures with the source pictures.
· Original: original sequence to be used for metric calculation.  Note: the same sequence has been used to generate the Bitstreams

· do we need anything else here?
	Test
	Bitstream
	Original Sequence

	B2-0
	stunt_walk_friends_QCIF-32-noerrs.pac
	stund_walk_friends_QCIF

	B2-1
	stunt_walk_friends_QCIF-32-error0.pac
	stunt_walk_friends_QCIF

	B2-2
	stunt_walk_friends_QCIF-64-error1.pac
	stunt_walk_friends_QCIF

	B2-3
	stunt_walk_friends_QCIF-128_error2.pac
	stunt_walk_friends_QCIF

	B2-4
	bugs_QCIF-32-error0.pac
	bugs_QCIF

	…
	… perhaps a couple of dozen of those, reflecting all permutations
	


Note: the metric reports of the –noerrs.pac bit streams are identical to those reported in section 5.3.2 above (perhaps plus/minus different comfort factors)
5.3.4 Test cases for Service Scenario C 

no idea.
Agreed in VAG are the use of the sequences news_car_QCIF, news_car_QVGA, sports sequence (TBD).  Bitrates agreed (?) are 32, 64, 128 for QCIF and 256 and either of 128, 192 for QVGA.
5.4 Performance Requirements

Performance requirements are reported as the response of a performance metric to a sequence of pictures reconstructed by a decoder.  For each test case, results generated by one or metrics are reported.  Empty cells in the table indicate that the corresponding test case/metric combination has not been considered.
	Test
	Performance requirements for metric

	
	M1: Dumb-PSNR
	M2: Example-Metric
	
	

	A1
	12.34
	56.78
	
	

	A2
	23.45
	67.89
	
	

	…
	…
	…
	
	


6 Video Sequences, Bitstreams, Error Patterns, and Performance Requirements Generation
In this section, the parameters of the video sequences and packet streams of section 5 are discussed.  The section is necessary to follow the rationale of the generation of the performance requirements as reported in section 5.4 and to reproduce the results reported.  However, it is not essential to exercise tests of encoders and decoders.
6.1 Video Sequences

· For each video sequence, identified by its file name, the following characteristics are reported:
· Source format, spatial and temporal
· Frame rate in frames per second in the file.  This frame rate has to be taken into account when matching reconstructed pictures with the source sequences, and when encoding the source sequence.

· Original source format.  It is reported with what type of equipment and with what parameters the sequence was originally captured.  At present, this information is not used by any metric; however, it can be used in subjective assessments to explain certain coding artefacts.

· Contributor.  The organization that contributed the sequence to 3GPP.  Note that many sequences contain parts that have been spliced together; therefore, those sequences have more than one contributor.

<Table needs to be inserted, taken from database>
6.2 Bitstreams

6.2.1 Bitstream format

For the service scenario B2, test “bitstreams” are to be utilized.  These “bitstreams” are in fact packet streams.  Their format is as follows:

<Insert packet stream format definition>
6.2.2 Bitstream filename
The bitstream filenames follow a common logic as follows:

<sequence>-<bitrate>-<error pattern>.pac

· Sequence: the source sequence used for encoding.  The file <sequence>.yuv has been used for those metrics that compare the reconstructed pictures with the original source sequence. 

· Bitrate: the bitrate of the packet stream

· Error Pattern: the filename of the error pattern.  (Error simulator configuration file?) 

6.3 Error Patterns

to be supplied once agreed
6.4 Performance Requirements Generation

This section contains a brief description of the mechanisms that have been used to generate the Minimum Performance Requirements.  It is structured along the service scenarios.  Note: all this, I believe, is agreed at least in spirit in the VAG.  But perhaps I’m a bit too optimistic here.  
6.4.1 Service Scenario A

Simply put, in this scenario only the encoder performance of a (likely UE-based) encoder is of concern.  In order to do so, a “reference” encoder was utilized to generate an H.264 Annex B compliant bit stream.  The configuration settings of the encoder were set such that 

a) the bitstream produced is compliant with all H.264 Baseline level 1B, 26.xxx (PSS) and 26.xxx (MMS)

b) the encoder complexity is comparatively low.  The latter was achieved by not utilizing the 4x4 and 4x8/8x4 block modes of H.264, disabled rate-distortion optimization, a motion search range of only 8x8 full pixels, a very aggressive motion vector search stop criterion, and only a single reference picture.  

c) No source coding based error resilience tools have been specifically enabled (although the encoder may choose Intra macroblocks or even intra pictures based on its internal mode decision process).
The generated bit stream was processed by a standard compliant decoder.  In addition, the timing side information (frame skip values) generated by the encoder was preserved so to allow for a matching of reconstructed pictures to the timewise corresponding pictures in the reference sequence, for those metrics which rely on such matching.  

The reconstructed video sequence and the original source sequence were processed by the metrics.  This processing resulted, for each test case, in one value per metric (in the dimension of the metric, e.g. dB in case of PSNR).  

In order to allow for implementation flexibility and to address the known shortcomings of the matching of the metrics to human perception, a “comfort factor” has been factored into the results as reported in section 5.4.  The nature and value of the comfort factor depends on metric and test case and is reported in the following table.

<Table: comfort factors for various metrics>
6.4.2  Service Scenario B1 (Encoder)
As in section 6.4.1, the performance of an UE-based encoder is of primary concern.  However, in this service scenario the transmission of the video packet stream over an error prone link has to be taken into account.  Therefore, the configuration settings of the “reference” encoder were set as follows:

d) the bitstream produced is compliant with all H.264 Baseline level 1B, 26.xxx (PSC)

e) the encoder complexity is comparatively low.  The latter was achieved by not utilizing the 4x4 and 4x8/8x4 block modes of H.264, disabled rate-distortion optimization, a motion search range of only 8x8 full pixels, a very aggressive motion vector search stop criterion, and only a single reference picture.  

f) The encoder was set such to generate a certain amount of redundant information in the bit stream for source coding based error resilience.  In particular, … (No agreement of nature and strength and sequence/error pattern dependency yet)
The generated bit stream was processed by a standard compliant decoder.  In addition, the timing side information (frame skip values) generated by the encoder was preserved so to allow for a matching of reconstructed pictures to the timewise corresponding pictures in the reference sequence, for those metrics which rely on such matching.  

The reconstructed video sequence and the original source sequence were processed by the metrics.  This processing resulted, for each test case, in one value per metric (in the dimension of the metric, e.g. dB in case of PSNR).  

In order to allow for implementation flexibility and to address the known shortcomings of the matching of the metrics to human perception, a “comfort factor” has been factored into the results as reported in section 5.4.  The nature and value of the comfort factor depends on metric and test case and is reported in the following table.

<Table: comfort factors for various metrics>
6.4.3 Service Scenario B2 (Decoder)
Here, the decoder reaction to con-compliant bit streams (error resilience and error concealment) is of primary concern.  A “reference” decoder has been employed to generate the minimum performance requirements.  The reference decoder implements the constraints of 26.xxx (PSC) with respect to its robustness to non-compliant bit streams (see section xxx).  

Beyond that, the reference decoder also implements a very simple error concealment tool known as “Copy” error concealment.  When a certain spatial area of the picture in reconstruction is detected as lost, the decoder copies the spatially corresponding area from the most recent reference picture.  (Did we have an agreement on this?)  If a full picture is lost (what to do then??? copy it or just leave a gap in the sequence?)  In principle, this section should informally discuss the properties of the agreed error concealment mechanism.
The output of the reference decoder is a sequence of decoded pictures and timing side information (e.g. frame skip values).  

The reconstructed video sequence and the original source sequence were processed by the metrics.  This processing resulted, for each test case, in one value per metric (in the dimension of the metric, e.g. dB in case of PSNR).  

In order to allow for implementation flexibility and to address the known shortcomings of the matching of the metrics to human perception, a “comfort factor” has been factored into the results as reported in section 5.4.  The nature and value of the comfort factor depends on metric and test case and is reported in the following table.

6.4.4 Service scenario C

to be added
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Annexes are only to be used where appropriate:

8 Annex <A>:
<Annex title>

Annexes are labeled A, B, C, etc. and are "informative"(3G TRs are informative documents by nature).

9 A.1
Heading levels in an annex

Heading levels within an annex are used as in the main document, but for Heading level selection, the "A.", "B.", etc. are ignored. e.g. A.1.2 is formatted using Heading 2 style.
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