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1 Introduction 

This document discusses the performance of timescaling required e.g. for adaptive jitter buffer operation. The document introduces results from listening tests (MOS) conducted to evaluate the effect of timescaling operation with a special focus on virtual jitter buffer approach [1]. The test cases were created using the AMR codec.

2 Background

Signal timescaling is needed for ‘active jitter management’ – i.e. stretching the audio signal for increasing the buffering delay, or shrinking the signal for reducing the buffer delay. Furthermore, the same timescaling algorithm can be used as a building block of the virtual jitter buffer approach. The following sections shortly introduce results from two listening test experiments evaluating a timescaling algorithm integrated with the AMR decoder. This algorithm is based on modified Pitch Synchronous Overlap-Add (PSOLA) applied on the received excitation signal within the decoder. Experiment 1 evaluated the AMR (at 12.2 kbit/s) equipped with a timescaling capability with various timescaling schemes, and experiment 2 uses the same codec version to simulate the virtual buffering approach.

3 Experiment 1: speech quality provided by timescaling 

In this experiment we introduced timescaling capable AMR codec operating in 12.2 kbit/s mode the test conditions listed in Table 1. The purpose of the experiment is to provide rough evaluation of the speech quality provided by this timescaling algorithm. In each test conditions the selected timescale modification scheme was repeated twice per second. This way we created large amount of separate modification points to make possible quality degradation to occur with relatively high probability. This is of course something that must not happen in a real-life operation, but this provides sort of an endurance test for the scaling algorithm and can be expected to give a good indication about listeners’ reaction to the unnatural rhythm that is likely to occur in the timescaled speech.

Table 1: Test conditions for the experiment 1.

	#
	Condition name
	Explanation

	1
	Normal decoding
	

	2
	Stretch 20 ms 
	Stretch 2 consecutive frames by 50%

	3
	Stretch 40 ms
	Stretch 4 consecutive frames by 50%

	4
	Stretch 80 ms 
	Stretch 8 consecutive frames by 50%

	5
	Shrink 20 ms
	Shrink 2 consecutive frames by 50%

	6
	Shrink 40 ms 
	Shrink 4 consecutive frames by 50%

	7
	Shrink 80 ms 
	Shrink 8 consecutive frames by 50%


Thus, in stretching conditions we add T milliseconds (T = 20, 40, or 80) of signal twice per second according to conditions, and in the same way in shrinking conditions the signal is shortened by T milliseconds. The results are shown in Figure 1.
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Figure 1: Results of the experiment 1.

Test results indicate graceful degradation with increasing amount of timescaling for both stretching and shrinking operations. When the amount of shrinking goes up to 80 ms there seems to be somewhat clearer drop in quality than in case of corresponding stretching operation.

4 Experiment 2: test cases for the virtual jitter buffer approach

In this experiment we used the timescaling algorithm evaluated in experiment 1 to create test cases simulating the virtual jitter buffer mechanism introduced in [1]. The approach was to select few buffering lengths and treat each full sentence found in test material as one conversational turn (CT). The test evaluates only the effect of signal modification, i.e. stretching by T milliseconds (T = 20, 80, 160, or 240) at the beginning of the CT to create the virtual buffer, and corresponding shrinking at the end of the CT to compensate the delay. Thus, a separate logic for detecting the beginning and ending of a CT was not implemented – the CTs were detected simply by the knowledge about speech and comfort noise periods extracted before the test material processing. See the list of test conditions in Table 2 and the results in Figure 2.

Table 2: Test conditions for the experiment 2.

	#
	Condition name
	Explanation

	1
	Normal decoding
	

	2
	Virtual buffer 20 ms
	Stretch/shrink by 50%

	3
	Virtual buffer 80 ms
	Stretch/shrink by 50%

	4
	Virtual buffer 160 ms
	Stretch/shrink by 50%

	5
	Virtual buffer 240 ms
	Stretch/shrink by 50%
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Figure 2: Results of the experiment 2.

Results indicate graceful degradation with increasing virtual buffer length. When applying only 20 ms of virtual buffering the quality is at the same level as with the normal decoding without any signal modification. When the buffering delay is increased to 20 ms, there is already statistically significant difference (at 95% level) in quality to the case without signal modification. Furthermore, increasing buffer length from 80 to 160 ms and from 160 to 240 ms also bring further statistically significant drop in speech quality.
5 Considerations about the use of virtual buffering for AMR

In the below, some theoretical considerations are given about the use of virtual buffering approach with the AMR codec.

· Stretching the beginning of a CT by T milliseconds does not introduce any conceptual problems, but while applying the same amount of shrinking at the end of the CT in real-life application is a bit more problematic case: stretching by T milliseconds provides T milliseconds (virtually) buffered signal. This implies that when the receiver receives the first comfort noise packet indicating that the CT has ended, there is T milliseconds of buffered signal waiting for decoding/playback. Unless this whole segment is discarded, it is not possible to shrink the signal to completely compensate the buffering delay created by stretching at the beginning of the CT. Further difficulty may arise in case where the packet/frame indicating the end of a CT arrives later than expected due to jitter. 
· The VAD and DTX functionality can make it difficult to compensate the virtual buffer delay at the end of a CT by shrinking the signal: the shrinking applied to the tail of a CT needs to be performed on the signal containing active speech to make the delay at the end of the CT appear zero. However, e.g. in AMR the VAD hangover and DTX hangover in many cases make the end of a speech period consist of speech frames that are carrying non-speech content (actually this is the very idea of the DTX hangover in AMR). This suggests that the start of a comfort noise period does not necessarily provide accurate enough indication for the correct timing for the virtual buffering delay compensation.
· Furthermore, the detection of the CT starting and ending points is not at all trivial task. Typically there are short non-speech periods also within a CT (between sentences, between words), and therefore knowledge about the DTX state alone does not provide sufficient detection. To maintain good speech quality it does not seem beneficial to apply virtual buffering separately for each speech period included in a CT. This implies that some additional processing is needed in the receiver/decoder to distinguish CT-internal non-speech periods from the non-speech periods separating CTs.
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