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1.
Opening of the meeting

The 3GPP SA4 SQ SWG Chairman, Paolo Usai, chaired the Teleconference on audio codec characterisation (7th June, 2005) 12:30 – 3 pm CET. Mr. Stefan Bruhn from Ericsson organized the teleconference from Stockholm, Sweden. Booked lines from Companies : Nokia: 2, FhG: 1, Coding Technologies: 2, Lucent: 1, Orange: 1, T-Mobile: 1, Dynastat: 1, Paolo Usai (from Quebec, thanks to VoiceAge's bridge) : 1, Siemens: 1, VoiceAge: 1.

2.  Topic of the teleconference
The topic of the teleconference could be summarized as follows: "How to convert the PDU error patterns into audio frame loss patterns to feed into the reference audio decoders to produce the suitable material for the PSS/MMS/MBMS Audio Codec Characterization Tests (Phase 2)".
3. Discussion over the SA4 reflector (before the teleconference)
There was a substantial discussion over the SA4 reflector before the teleconference took place, which was activated by Mr. Oliver Kunz (Coding Technologies). In summary Coding Technologies proposed initially to consider :

- delay (maximum permitted delay at ~2-3 seconds)
- how to map IP packets onto PDU packets 
- how to account for FEC 
The biggest question when mapping IP packets (containing RTP packets) onto PDUs is that x.y PDUs are consumed with y not being "0". NEC supported the proposal to ignore the remainder of that partly consumed PDU, do not account for it in the data rate calculation and start the next IP packet in the next PDU.
Mr. Yao Wang felt instead that "start the next IP packet right after the previous one, i.e. in the middle of a PDU" would be recommended option for variable size SDUs.
Mr. Stefan Bruhn (Ericsson) felt Mr. Wang's opinion quite valid and asked to stick to the principles of the simulation guidelines given in TD S4-040348. Besides, Ericsson failed to see how the audio SDUs should be PDU aligned and particularly how this would solve the fundamental problem of SDU/PDU alignment if SDU sizes are variable; therefore NO ALIGNMENT was felt to be the way forward.
Coding Technologies felt initially that the codec proponents would build a 'wrapper application' to map IP packets onto PDU packets as follows:
- Receive the PDU error pattern and the bitstream under test as input 
- Provide an audio frame loss pattern as the output 
- Read the frame length of each individual audio frame from the .3gp file 
- shuffle the frame length vector according to the suggested interleaving pattern and define which frames would be transmitted inside each RTP packet

- Take RTP and IP overhead into account 
- Map the RTP packet onto the PDU error pattern (handle packet borders as per the decision on the previously discussed question) and determine which packets are corrupted (one corrupted PDU corrupts the complete RTP packet, i.e. you need to apply the "OR" operator)

- Mark the audio frames carried in those corrupted RTP packages as 'corrupted' in the output frame loss pattern. 
About the FEC issue, Apple felt that the problem with the characterization including FEC is that the FEC is essentially 'bipolar' in operation.  Up to some error-rate X, the output error rate Y is zero (the FEC recovers).  Above X, there is almost no amelioration, and the output error rate is X.
About this topic, Mr. Mike Luby (Digital Fountain) made one detailed technical comment with respect to loss probabilities. What would be good to do in the future  (according to Digital Fountain) is:
(1) determine an appropriate range of windows of time (e.g. from 1 second to
20 seconds) for a source block;
(2) determine different levels of FEC protection that might be appropriate
(e.g. 1%, 10%, 20%, 40%);
(3) take audio packet traces, apply FEC to them using the windows and
protection amounts determined in (1) and (2), and produce the resulting FEC
corrected audio stream;
(4) apply listening criteria on the output of (3).

NEC expressed concern that using uniform error patterns without FEC could provide meaningless (not realistic) results for the MBMS case. For example, instead of applying the x% error over the all clip, this error rate could be applied only over one protection period over the 10s clips.
A (theoretical) proposal from Apple to thoroughly answer the questions :
a) what is the effect if I get the wrong strength FEC?
b) what is the effect with the right strength FEC but with occasional 'overly errored' blocks?
c) what is the trade-off between perceived quality and FEC strength?
d) how much do I lose or gain with an over-strong or over-weak FEC?

was felt too demanding for the limited available "budget" (of 45000 Euros, including the analysis and the drafting of the TR 26.936 "Performance characterization of the Enhanced aacPlus and Extended Adaptive Multi-Rate ‑ Wideband (AMR‑WB+) audio Codecs").
Regarding this aspect, Mr. Thomas Stockhammer asked that 

a) we test a reasonable subset on case for which we want to obtain information, and
b) we explicitly state what has been tested and give guidelines how
this information is to be used by the people it is targeted for. However, it should
be made clear that the results only cover a subset and need interpretation.

Finally, the SQ Chairman pointed out that the scope of the teleconference was the "mapping of PDU error patterns (created by a channel simulator for EGPRS and UTRAN, respectively) into audio frame loss patterns", which was the part left still open after the approval at SA4#35 of the test plan (TD SP-050254). 

The SQ Chairman thanked Mr. Oliver Kunz who activated the discussion over the reflector and all the participants to the discussion, which improved substantially the knowledge on the matter.
4.  Discussion during the teleconference
The topics already dealt with during the discussion that took place over the reflector SA4 were resumed and further clarified during the teleconference. The output is given in Section 5.
This part of the discussion is not reported here as it would be quite incomplete, since for the Author the teleconference presented several "audio" problems (low listening level, wide fluctuations of the signal, etc. which jeopardized the intelligibility of at least 50% of words). Anyway, those who attended the teleconference and would be willing to include possible items of interest, or their own position on any aspect, were left free to intervene and modify/integrate this part of the report at their convenience.
No comments were received after the teleconference on this section.
5.  Conclusions and close of the teleconference
Delay: it was agreed that 2s delay would be an acceptable assumption; this is an important parameter with respect to audio frame interleaving.
PDU/SDU non-alignment: this was agreed.
Coding Technologies felt they could have a proposal how to model this, i.e. to design the PDU size such that it contains 1 additional byte over what would be needed to match the media bit rate. This approach would be, according Coding Technologies, very simple to model, guarantee non-alignment and it would still not have a significant impact on the error characteristics. It would not precisely model how SDUs get mapped onto PDUs in real world applications, but CT felt this was already jeopardized by making the simple assumptions wrt. RTP/UDP/IP header overhead.
At any rate, the model/procedure how to guarantee the PDU/SDU non-alignment was left to be agreed off-line after the teleconference.
At 3 p.m. the TSG-SA4 SQ SWG Chairman thanked the participants for the fruitful discussion and closed the teleconference. 
Immediately after the teleconference, Coding Technologies proposed the following list of processing steps that an application would have to make in order to map PDU error patterns created by a channel simulator into audio frame losses:

The approach proposed a stand-alone translator with the following I/O characteristics:
- Receive the PDU error pattern ( a stream of "0"s and "1"s, one per PDU) and the bit stream under test as input 
- Provide an audio frame loss pattern as the output 
- Further input would be configuration data such as PDU size, RTP /IP overhead, interleaving pattern

Inside the application, the following things would happen: 
- Read the frame length of each individual audio frame from the .3gp file 
- shuffle the frame length vector according to the suggested interleaving pattern and define which frames would be transmitted inside each RTP packet 
- Take RTP and IP overhead into account 
- Map the RTP packet onto the PDU error pattern assuming non-synchronized mapping (i.e. RTP packets are simply concatenated and mapped onto fixed-length PDUs) and determine which RTP packets are corrupted. One corrupted PDU corrupts the complete RTP packet (if it spans multiple PDUs), i.e. you need to apply the "OR" operator. Also, (in case that the PDU contains an RTP packet border) a corrupted PDU corrupts all RTP packets in that PDU. 
- Mark all audio frames carried in those corrupted RTP packages as 'corrupted' in the output frame loss pattern. 

The reflector SA4 was left to be further used to continue the discussion on the actual procedure to be followed by the two host labs during the Audio Codec Characterisation Phase 2.
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