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1 Introduction

In this document we provide the Siemens view on the process and the possible outcome on the WI on Video Codec Performance Requirements. Another document, S4-050349, discussing the specific process proposal by Nokia in S4-050077 is submitted. Specifically in this document we propose topics, the work item should address. We propose the definition of application specific requirements with main focus on applications expected to run on mobile terminals. Therefore, main focus is on PSC and MMS. This document is accompanied by two research publications [1], [2], which give some background and justification on the issues discussed in this contribution.
2 Discussion
The work item as specified in S4-040853 on Video Codec Performance Requirements contains some objectives with respect to the definition of minimum requirements as well as the process to obtain these requirements. It mainly focuses on the 3GPP transmission conditions and the performance of video in this environment. However, we believe that the performance and the tools to be used in 3GPP applications should also guarantee some minimum quality under some complexity and computational constraints of mobile terminals.

The primary goal of the work item should be the specification of minimum requirements for all video encoding and decoding operations as well as accompanied protocol aspects which are expected to run on mobile terminals. Reference points should be created such that a mobile terminal can claim to conform to the performance as specified in a certain 3GPP reference point. Initially, separate reference points for different applications should be specified as it is expected that the requirements for different applications will differ significantly. An amalgamation of reference points might be considered later and might be denoted as profiles similar to video decoder specifications. However, to clearly distinguish the different applications during the specification phase, we concentrate on different applications. Within each application, different quality levels should be specified taking into complexity constraints, expected I/O devices, as well as protocol aspects.
Specifically, we propose to consider the specification of reference points for:
· Packet-Switched Conversational Services: Requirements for both, the encoder and decoder should be specified. Requirements for certain protocol aspects might be added.
· Multimedia Messaging Services: Requirements for the encoder should be specified.

· Multimedia Broadcast/Multicast Services: Requirements for the decoder should and for protocols might be specified. The encoder should at least conform to the requirements as specified for the MMS, but basically this task of less relevance as it is expected that the content will be encoded by professional content providers.

· Packet-Switched Streaming Services: The encoder and decoder should conform to the requirements in MBMS, possibly with some additional requirements on the protocol.
For each of the applications a different quality level might be defined. For the time being we propose to distinguish two levels, namely

· Level 1: Basic Quality Level

· Level 2: Advanced Quality Level

The levels shall be onion-shelled, i.e. a terminal supporting a higher level should automatically support all features/requirements of a lower level.

Each reference points might include some or all of the following requirements:

· Error-free quality in terms of an objective measure for a certain set of test sequences, whereby quality needs to be defined for each application and might be multi-dimensional.

· Quality in typical 3GPP environments in terms of an objective measure for a certain set of test sequence and typical set of 3GPP transmission environments. Again, quality needs to be defined for each application and might be multi-dimensional.

· Features, which shall be supported by the decoder and which are mandated by the video coding standard, e.g. error concealment, timely sending of back channel messages, etc.

· Features, which shall be used by the encoder, e.g. rate-control issues, intra-refresh ratios, adaptive intra refresh, interactive error control, packetization modes.
The reference points might be defined via specific criteria or by the specification of a reference code. Some further discussion for specific applications will follow. Two accompanied research publications [1], [2] support some of the arguments made later on.

3 Packet-Switched Conversational Services

Due to stringent delay requirements, one can usually not rely that the link layer delivers all packets correctly. Indeed, in general the NAL unit or RTP packet loss rate can be rather high and depends also on the length of packet due to the segmentation of IP packets on radio segments. In addition, any kind of signal processing which adds delay should be avoided to maintain lip synchronicity with the usually even more time-critical audio. The combination with protocol features as well as suitable combination with bearer modes should enhance the overall video quality. As both the encoder and the decoder are expected to run on a mobile terminal, minimum requirements on the performance of both should be specified.
Based on the attached publication [2] and references in the paper, we believe that the following technical features are worth to be considered and investigated:

· packetization modes of video such as slice structured coding with a maximum packet length or flexible macroblock ordering,

· advanced error concealment in the decoder,

· adaptive intra updates and gradual decoder refresh at the encoder,

· interactive error control exploiting fast feedback messages,

· rate control to support low delay for constant bit-rate dedicated channels, e.g. UMTS dedicated channel, as well as variable bit-rate shared channels, e.g. HSDPA.

· rate control issues to support high-quality taking into account quantizer selection as well as temporal and spatial resolution.

· possibly taking into account error control means, e.g. limited amount of retransmissions, on the lower layers

For appropriate evaluation and specification of requirements, the following issues have to be clarified:
· means to evaluate the performance of PSC over packet-switched applications

· simulation tools for typical 3GPP environment, e.g. based on VCEG-N80,

· appropriate bearer parameters such as bit-rates, etc.

· appropriate test sequences reflecting PSC services,

· appropriate constraints such as maximum delays, buffer constraints, etc.
· objective measures to assess the performance of PSC video taking into account

· encoding quality which includes individual frame quality, frame rate, spatial resolutions, and quality fluctuations.
· received or overall quality quality taking into account encoding quality, immediate impact of packet losses, as well as error propagation,
· end-to-end latency, jitter.
· metrics and features to be written in a specification are to be discussed. A list of examples will follow:
· the decoder should use some specific error concealment,
· the encoder should use packetization such that the NAL unit loss rate does not exceed 10% which is computed by into account the RTCP feedback messages.

· the encoding performance should not be below some threshold to be defined for 95% of the cases.

· the encoder should use means that in case of the loss of any single NAL unit the PSNR of the decoded video assuming a decoder with a specific error concealment is within 1 second not more than 0.5 dB below the encoding PSNR in 95% of the cases. 

· maximum end-to-end delay over a clean channel for the bearer bit-rate of less than, e.g. 200ms for 99% of the encoded frames.

· the decoder should send feedback messages for correctly received frames as well as non-correctly received frames within 200 ms after the nominal decoding time-stamp. 

· the encoder should make use of received feedback messages such that in case of the reception of the indication of an erroneously received NAL unit, encoder and decoder mismatch is eliminated within 500 ms in 95% of the cases.
4 Multimedia Messaging Services

For multimedia messaging it is also expected that both, the encoder and decoder will run on a mobile terminal. However, it can be expected that in case of MMS the delivery is successful. Therefore, the decoding quality is specified exclusively by the encoding quality. However, as video coding standards considered in 3GPP do not specify an encoding operation, the quality of the displayed video is completely undetermined. Although a terminal might claim that it is compliant to H.264/AVC, the encoding might be very basic, e.g. by only using conditional replenishment, very low frame rates, dia shows, etc.. Therefore, we propose that the encoding quality should be specified in a reference point.

We propose to specify the minimum quality that the encoded video must be conform to, possibly with some minor variation. As reference one might use a non-ambiguous encoding operation, e.g. defined by some reference software, or by some non-ambiguous encoding mode of H.264 to be defined. From the attached research publication [1] it can be concluded, that depending on the sequence type, some H.264 encoding parameters should be used to obtain satisfying quality. The main parameters seem to be the frame rate of the sequence as well as the selected quantization parameter which could be specified for the reference encoding. Note that the selection of the encoding parameters does not guarantee a low bit-rate. However, it should be the goal of the encoder to encode the video with the lowest rate as the costs of bad encoding in terms of bit-rates is in general apparent to the encoding terminal. Alternatively, a detailed test plan could be generated.
Specifically, we propose to use some version of the JVT test model software for comparison. For compliancy with 3GPP, it might be specified that

· the minimum frame rate of the encoded video should be 10 fps for QCIF and 15 fps for CIF.

· the quality should be such that each individual frame at a given frame-rate shows at least as good quality as the reference implementation running with quantization parameter 34 for 95% of the frames. 
Further discussion on the exact parameters might be necessary. In addition, further discussion might be necessary if for different types of sequences different reference values are required.
5 Packet-Switched Streaming Services

For PSS, no specific requirements on the encoding process are necessary except that the quality should at least be as good as in case of MMS. Some recommendations on appropriate encoding and packetization modes might be added as already discussed in the Release-6 framework.
For the decoding process, the same error concealment as specified for PSC might be sufficient. In addition, the decoder should be forced to send appropriate and timely RTCP feedback messages.
6 Multimedia Broadcast/Multicast Services

For MBMS, no specific requirements on the encoding process are necessary except that the quality should at least be as good as in case of MMS. Some recommendations on appropriate encoding and packetization modes might be added as already discussed in the Release-6 framework. In addition, some requirements/recommendations on the maximum refresh time in case of an error might be added.
For the decoding process, the same error concealment as specified for PSC might be sufficient.  
7 Proposal

Specifically for the work item on video codec requirements we propose that

· specification should contain requirements for different applications whereby the requirements are specified in terms of minimum quality compared to some reference and possibly also by tools which are necessary to be supported

· different levels of reference point should be defined, whereby the levels should be onion-shelled.

· only terminals which conform to a certain application level should be viewed as 3GPP compliant.

The work item should identify requirements and tools for different applications. The generation of test plans as well the inclusion of reference software in the process needs further discussion.
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