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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

MBMS user services can be built on top of the MBMS bearer service. This document describes the usage of the two delivery methods, which are defined in [6]. The two delivery methods are streaming and download. Examples of applications using the download delivery method are news and software upgrades.  Delivery of live music is an example of an application using the streaming delivery method.  

The objective of this document is to provide an overview of the MBMS System, and describes how the SA4 solutions fit into the overall solutions. 
1
Scope:

This document is only informative. In case there are any contradiction between this document and 26.346, then the TS 26.346 takes precedence. 

2
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· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the definitions in 3GPP TR 21.905 [1] as well as the following definitions apply.

Broadcast service: see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].

Broadcast session: see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].
Multicast joining: see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].
Multicast service: see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].
Multicast session: see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].
Local MBMS Area: The area of a MBMS service, where the service content is the same. One MBMS service may have different content in different local broadcast areas.
Multimedia Broadcast/Multicast Service (MBMS): see TS 22.146: "Multimedia Broadcast/Multicast Service" [2].
MBMS user services: see TS 22.246: " MBMS User Services " [3].

MBMS user service discovery/announcement: The user service discovery refers to methods for the UE to obtain the list of available MBMS user services along with information on the user service.  The user service announcement refers to methods for the MBMS service provider to make the list of available MBMS user services along with information on the user service available to the UE.

MBMS user service initiation: The MBMS user service initiation refers to the UE mechanism to set up the reception the MBMS user service data

MBMS delivery method: A mechanism used by a MBMS user service to deliver content. There are two MBMS delivery method instances: download and streaming.

MBMS download delivery method: The delivery of discrete objects (e.g. files) by means of a MBMS download session.

MBMS streaming delivery method: The delivery of continuous media (e.g. real-time video) by means of a MBMS streaming session.

MBMS download session: The time, protocols and protocol state (i.e. parameters) which define sender and receiver configuration for the download of content files.

MBMS streaming session: The time, protocols and protocol state (i.e. parameters) which define sender and receiver configuration for the streaming of content.

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

ALC
Asynchronous Layered Coding

BM-SC
Broadcast-Multicast Service Centre

CC
Congestion Control

ERT
Expected Residual Time

ESI
Encoding Symbol ID

GGSN
Gateway GPRS Serving Node

GPRS
General Packet Radio Service

FDT
File Delivery Table

FEC
Forward Error Correction

FLUTE
File deLivery over Unidirectional Transport

IP
Internet Protocol

LCT
Layered Coding Transport

MBMS
Multimedia Broadcast/Multicast Service 

MS
Mobile Station

RTP
Real-Time Transport Protocol

SBN
Source Block Number

SDP
Session Description Protocol

SCT
Sender Current TimeTOI
Transport Object Identifier

TSI
Transport Session Identifier
UDP
User Datagram Protocol

UE
User Equipment

XML
eXtensible Markup Language

4 Overview

4.1 Phasing Model

[image: image2.wmf]User Service Discovery 

/ Announcement

User Service initiation

(Service Activation)

User Service 

termination

SA4 Client Phase

SA2’s Multicast Service Phases

Subscription

Joining

Service announcement

Data transfer

Leaving

MBMS notification

Session start

Session Stop

Data Reception

Session 

Start

Data Transmission

Session 

Stop

SA4 Server Phase

User Service Discovery

/ Announcement

User Service Discovery 

/ Announcement

User Service initiation

(Service Activation)

User Service 

termination

SA4 Client Phase

SA2’s Multicast Service Phases

Subscription

Joining

Service announcement

Data transfer

Leaving

MBMS notification

Session start

Session Stop

Data Reception

Session 

Start

Data Transmission

Session 

Stop

SA4 Server Phase

User Service Discovery

/ Announcement


Figure 1: Mapping between SA4 and SA2 MBMS phases

This mapping is applicable for Broadcast and Multicast Modes. It is assumed, that the SA2 terms registration and subscription are synonymous.  It is further assumed, that the terms joining and activation are synonymous. 

It is assumed that the SA2 phases “Session start” and “MBMS notification” are handled autonomously and without interaction from the receiver application perspective.

It is assumed, that the SA2 Session Start phase “triggers” SA2 MBMS Notification phase.

[Editor’s note: The information, which is assumed to be known post-subscription phase must be detailed. This is FFS.]
[Editor’s note: Comment from the panel: The SA2 phases “Subscription” does not be considered by SA4. SA4 can assume, that the “subscription” phase is already passed]
4.2

MBMS Functional Layers

[Editor’s note: The following text is from S4-040263, chapter 2]
Delivering MBMS-based services 3 distinct functional layers are identified – Bearers, Delivery and Application. Figure 2 depicts these layers with examples of bearer types, delivery methods and applications.
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Figure 2: Functional Layers for MBMS Service Delivery

· Bearers. Bearers provide the mechanism by which IP data is transported. MBMS bearers as defined in [3] (TS 23.246) and [2] (TS 22.146) are used to transport multicast and broadcast traffic in an efficient one-to-many manner and are the foundation of MBMS-based services. MBMS bearers may be used jointly with unicast PDP contexts in offering complete service capabilities.

· Delivery. When delivering MBMS content to a receiving application one or more delivery methods are used. The delivery layer provides functionality such as security and key distribution, reliability control by means of forward-error-correction techniques and unicast post delivery supplementation, reception verification and support for inter-operator service profiles. At present two delivery methods are being envisioned, namely download and streaming. MBMS delivery may utilize both MBMS bearers and PTP bearers.

· Application. Different applications make different requirements when delivering content to MBMS subscribers and may use different MBMS delivery methods. As an example a messaging application such as MMS would use the download delivery method while a streaming application such as PSS would use the streaming delivery method.

4.3
System Overview

Figure 3 gives an overview of functions for MBMS user services based on the MBMS download and the MBMS streaming delivery methods. The figure includes the MBMS User service provision phases (arrow on the right side of the figure). The Phase “MBMS User Service activation / deactivation” is an individual phase and is generally triggered by a user action.  The break in the sequence indicates that the service activation phases are independent from the session start/stop and the data transfer phases. The service provider initiates the establishment of the MBMS User Plane (Session Start/Stop and the Data Transfer Phases) when there is content to be transmitted.
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Figure 3: MBMS System Overview

[Editor’s Note: The red lines of indication the split between the SA groups is for further discussion]
[Editor’s note: The following text is copied from S4-AHP125]
The figure also shows the relations to other work areas. The MBMS Bearer Services, which are handled by the SA2 group, are embedded in the SA4 procedures. The major part of the data is transferred via the MBMS Bearer Service. SA4 has added Post-Delivery procedures (e.g. file repair) to augment the original MBMS Bearer sessions. Security functions are incorporated into the overview figure. One dedicated user authentication procedure is depicted in conjunction with the SA2 Service Activation procedure within the Session Establishment phase. 

The figure contains client and network functions. Interactions, which are only applicable for the MBMS Multicast Mode, are marked accordingly.

5 Description of User Service Procedures

5.1 User Service Discovery / Announcement 

[Editor’s note: The following text is copied from S4-AHP125.]
The “User Service Discovery / Announcement” phase provides all necessary information about available services and needed parameters to become member of a service. User Service Discovery  / Announcement mechanism can provide information on available MBMS User services in pull mode, via the Web or WAP Portals, or in push mode, via SMS or MBMS Download based User Service. With the exception of MBMS bearer use, the network and radio functions of the service discovery are not in scope of SA4.

The User Service Discovery  / Announcement phase provides all necessary information for the “Service Activation” triggered by the UE. The necessary session parameters to configure the service activation are provided according to Session Description Protocol (SDP) specification [14], which may need to be complemented by additional information containing additional service parameters. Additionally, Service Discovery may include DRM/security descriptions.

In the case of a size-limited delivery method (e.g. SMS, MMS) being used during the Service Announcement / Discovery phase, it should be recognised that Service Announcement messages are not of fixed length. Methods of limiting the size of the message may be adopted. It is suggested that should a size-limited delivery method be selected, parameters such as URI lengths and the number of Connection data and Media announcement fields should be chosen appropriately

[Editor’s note: a more detailed example for a “Pull-based User service discovery” and a “Push-based User service Announcement should be given here]
[Editor’s note: The set of information after the initiation phase, and so before the announcement phase, is unknown and thus FFS. The possibility to provide an announcement phase before an initiation phases is also unknown and FFS. Both of these could have a significant impact on later phases.]
5.2 User Service Initiation / termination procedure

[Editor’s note: The following text is copied from S4-AHP125. ]

For MBMS User service activation, the UE needs to perform a security function and the SA2 service activation procedures. In the case of MBMS Multicast Mode, an IGMP or MLD message is sent via a “default” PDP context and triggers the creation of the MBMS UE context in various nodes. A MBMS Bearer Service (BS) context is only created once when the very first MBMS UE context is created in a node. In the case of MBMS Broadcast Mode, network-side elements establish the MBMS BS context without requiring user initiated messaging. The basic idea behind these procedures is that several UEs share one single bearer. The IP Multicast address and information for the MBMS User Service receiving application is given via the MBMS Service Discovery mechanism.

In case the service requires user authentication, SA3 security procedures are performed before the SA2 “Service Activation” procedure. The “user authentication” procedure is a service optional security procedure. A password is derived from the shared secret (result of a GBA run; Note that SA3 has not agreed yet on a key management scheme) and used in the http-digest security procedure to authenticate the user (see SA3 documents [7], [8] for further details). 

The “User Authentication & Service Membership” phase provides procedures to register and authenticate users. The procedures shall follow the SA3 security specifications. In the case of MBMS Multicast Mode, this phase may authorize the service activation request (SA2 procedure) from the UE. This function is present when security procedures like authentication and traffic encryption are required.

5.3 
Session Start / Stop

[Editor’s note: The following text is copied from S4-AHP125. References are corrected]
According to the SA2 specification [4], the BM-SC controls the activation and the release of the MBMS User plane (switching of the MBMS BS context between “Active” and “Idle”). The Service Provider might trigger this process on the availability of new content. The release of the user plane resources depends on the transmission duration of the content. The transmission duration depends in case of the MBMS Download User Service on the content size, on the (optional) Forward-Error-Correction (FEC) overhead for error protection and the bitrate of the MBMS bearer. Note, that the optional FEC protection is not agreed in SA4 yet.

5.4 
Data Transmission

[Editor’s note: The following text is copied from S4-AHP125. References are corrected.]
The “MBMS User Service Transmitter” contains the MBMS User Service specific transmission protocols. Optionally, the content is protected by a Forward Error Correction (FEC) code. The traffic is sent using either IP unicast addressing or IP Multicast addressing via the BM-SC onto the MBMS Bearer Service. Note, the BM-SC is able to take IP Unicast and IP Multicast traffic as input according to the SA2 MBMS specification [4]. 

In case of IP Unicast, the BM-SC is directly addressed by the MBMS User Service Transmitter and relays the traffic to IP Multicast. In case of IP Multicast, the traffic is forwarded by the BM-SC and the MBMS User Service Transmitter forwards the data to an IP Multicast group. Additionally the MC-Relay in the BM-SC may perform additional source authentication procedures to avoid unauthorized traffic entering the Core Network.

The “MBMS User Service Receiver” combines the reception via the MBMS Bearer Service and interactive bearer services in a controlled way. Optional “Post-Delivery Processing Servers” are invoked after the actual MBMS data reception from the clients. A typical post-delivery procedure already discussed in SA4 is a point-to-point repair mechanism for delivering missing data to clients of an MBMS Download User Service, which perceived  packet losses that are unrecoverable during the broadcast/multicast transmission. The load of the point-to-point repair mechanism may be spread randomly in time (“time dispersion” is already agreed in SA4) and also across network elements.  The MBMS Bearer Service may be configured to provide a constant or variable bit rate as requested by the MBMS User Service. The MBMS Bearer Service is expected to be service independent and can be configured by a Network Provider for MBMS Download and MBMS Streaming User Services. 

A BM-SC may include “MBMS User Service Transmitter” functionality and act as a data source.

5.5 Post-Delivery Procedures

Post-delivery procedures may also include the usage of MBMS bearers. 
[Editor’s note: text TBD]
5.5.1 
File Repair Service

It should be possible for UEs to repair erroneous files, delivery by the download delivery method, by means of repair request and response operations."
5.5.2
Content Reception Reporting

It should be however possible for the operator to collect statistical data such as lost frames, assigned resources, bit-rates achieved etc [3].

6
Delivery methods

[Editor’s note: The following text is copied from S4-AHP125]
[Editor’s note: The terms “MBMS Download User Service” and “MBMS Streaming User Service” should be replaced by the terms “Download delivery method” and “streaming delivery methods”]

6.1
Download delivery method

The MBMS Download Delivery Method allows the error-free transmission of files via the unidirectional MBMS Bearer Services. The files are “downloaded” and stored in the local files-system of the user equipment. The network triggers the transmission since the users are registered to the download service. There is no further user request necessary after the service registration (SA2-service activation procedure). Files may contain multimedia components or any other binary data. The MBMS Download Delivery Method allows the transmission of an arbitrary number of files within a single data transfer phase.
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Figure 2: Definition of MBMS Download Sessions

Figure 2 is an example of an MBMS User Service based on the Download Delivery Method. The file transmission events are organized in MBMS Download Sessions. In this example, each session is started with an index, which describes each file within the MBMS Download Session in terms of file name and file type (MIME Content Type). Note the current working assumption is to use FLUTE. The index in the figure is a FLUTE “File Delivery Table Instance”. The service operator and the actual service would determine the timing of MBMS Download Sessions. 

Users of the download-based MBMS User Service are not required to recognise the MBMS Downloading process itself, it may be happening completely in background. The user may be only informed about the completion of a MBMS download and that there is new content available on the terminal. Depending on the service, the MBMS Download session may require time-critical delivery of content.

6.1.1
Transport of MBMS Download Data

[Editor’s note: The following text is copied from S4-AHP109. References are corrected.]
This section explains briefly how files are constructed for and transported during a FLUTE session. 

The sender (for example an MBMS BM-SC server) takes a file, e.g. a video clip or a still image, which is used as the transport object for FLUTE (see Figure 5). One FLUTE encoding symbol is carried as the payload of a FLUTE packet, thus the FLUTE packet size is determined by the encoding symbol length. Both the encoding symbols length and the maximum allowed source block length are configured by the server. Based on the transport object length, the encoding symbol length and the maximum source block length, FLUTE calculates the source block structure (i.e., the number of source blocks and their length).
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Figure 5

The server communicates the transport object length, the encoding symbol length and the maximum source block length to the receivers within the FLUTE session transmission. Thus the receiver can also calculate the source block structure in advance of receiving a file.

Encoding Symbols are the FLUTE packet payloads. They are taken from the source blocks in fragments according to the encoding symbol length (the figure shows 4 fragments). Then the FLUTE packet is constructed from FLUTE header and encoding symbol payload.

The distinction between file and transport object is that the file is the object provided to the FLUTE sender and played-out or archives at the FLUTE receiver. Within the scope of FLUTE sessions, content encoding may be used, for instance to compress the file with gzip for delivery. In the presence of FLUTE session content encoding, the file and the transport object will be different binary objects, and in the absence of content encoding the transport object will be identical to the file. Any symbol calculations (including FEC) are performed on transport objects. 

Example:

If we have 

·
a 3gp file of 1000000 bytes to transmit via FLUTE

·
each FLUTE encoding symbol length = 500 bytes (only packet payload)

·
the maximum allowed source block length = 100 encoding symbols 

This will generate 20 source blocks each long 50000 bytes (100 symbols). Both the sender and receivers are aware of the fragmentation scheme used by FLUTE.

6.1.2
On Choosing the SDU size

[Editor’s note: This chapter is copied from S4-040244]
This chapter provides a simple analysis that suggests how to choose the SDU size.  The crux of the analysis is to notice that there is a fundamental tradeoff between two competing factors that suggest how to choose the SDU size.  The two factors are the relative length of the SDU header compared to the SDU size, and the SDU loss rate induced by PDU loss.  Generally the SDU header size is fixed by other considerations, and the PDU loss rate is determined by characteristics of the underlying network.  Given a fixed SDU header size and PDU loss rate, making the SDU larger means the header wastes less space per SDU, whereas making the SDU smaller means the SDU loss induced by PDU loss is smaller. Ideally an FEC code has the property that data (which is a source file in the case of the file download service or a source block in the case of the streaming service) can be recovered from the reception of any set of encoding packets equal in length to the data, independent of packet loss amounts or patterns.  If this is the case then it is clear that the loss of SDUs has the same negative impact on wasted bandwidth in terms of delivering the data as the wasted (but necessary) SDU header space.  Thus, the goal is to choose an SDU length so that the bandwidth wasted due to headers and SDU loss induced by PDU loss is minimized.  (It is important to note that this is not trying to minimize total SDU loss, only the contribution to SDU loss due to PDU loss.  Other sources of SDU loss, e.g., cell change loss, cell congestion loss, backbone loss, UE unavailable loss, all independently contribute to bandwidth wastage but do not affect the analysis of how to choose the SDU size based on balancing the header wastage against the PDU loss induced wastage.)

6.1.2.1 Analysis

Let H be the SDU header size (which for example consists of the IP/UDP/FLUTE headers), let B be the PDU size and let p be the PDU loss probability, and all of these parameters are fixed.  Let P be the overall SDU size (including headers) that is to be set based on the fixed parameters.  Let h = H/P be the fractional header wastage.  For example, if H = 44 bytes, P = 440 bytes then h = 0.1.  Let q be the SDU loss probability induced by PDU loss.  To optimize the value of P, one would want to choose the value of P to make h + q minimal.  The contribution [1] derives the value of q as a function of P and B and p.  From [1], and using N·p as an upper bound on the probability that N PDUs are lost, an upper bound on the value of q is (1+P/B)·p.  The actual value of q is at least  (1 - ε/2) times this upper bound when N·p < ε for N = ceil(P/B)+1, and hereafter the upper bound for q will be used for the actual value of q.  To minimize h + q means setting P so as to minimize H/P + (1+P/B)·p, and this is minimized by setting P = sqrt{H·B/p}. Let A = sqrt{H·p/B}.  The overall wastage for this value of P is then h + q = p + 2·A.

Generally the values of H and B are provided.  For example, H = 44 bytes (IP/UDP/FLUTE headers) and B = 640 bytes for UTRAN or B = 30 bytes for GERAN.  The value of p may or may not be known, but it may be possible to heuristically roughly estimate the average value of p and use this to decide on the value of P.

Suppose for example H = 44 bytes, B = 640 bytes and p = 0.1.  The computed value of P is 531 bytes, h = 0.083, q = 0.183 and thus the overall wastage h + q = 0.266.  As another example, suppose H = 44 bytes, B = 30 bytes and p = 0.01.  The computed value of P is 364 bytes, h = 0.121, q = 0.131 and thus the overall wastage h + q = 0.252.

The penalty for using a value for p to determine P that is larger or smaller than the actual average PDU loss is that there will be wasted bandwidth, either from a header too large if the value of p is estimated higher than the actual PDU loss rate or from too much SDU loss induced by PDU loss if the value of p is estimated lower than the actual PDU loss rate. If for example the actual PDU loss is p and the value used to compute P is β·p then the overall wastage will be p + (sqrt{β}+sqrt{1/β})·A instead of p + 2·A.  Since the first term p is the same in both expressions, the ratio of the second terms is an upper bound on the relative wastage of choosing an incorrect p value as a function of β, and this ratio is (sqrt{β}+sqrt{1/β})/2.  For example if β is anywhere in the range from ¼ to 4 then the relative wastage is at most a factor of 1.25 higher than it would be if p were estimated precisely, and typically the actual factor (when the first terms are accounted for) is less than 1.25.  For example if H = 44 bytes, B = 640 bytes and p = 0.1 and β = ¼  (meaning that the estimate of the PDU loss used to set the value of P is β·p = 0.025 whereas the actual PDU loss is p = 0.1) then the chosen value of P is 1,062 bytes and the wastage is 0.1 + 2.5·A where A = 0.083, and thus the wastage is 0.307.  If the correct value of PDU loss were used instead to choose the value of P then P would be set to 531 bytes and the wastage would be 0.1 + 2·A = 0.266.   Thus, the ratio of the actual to the idea wastage is 1.15. 

6.2
Streaming delivery method
The MBMS Streaming Delivery Method aims at continuous transmission of data and the immediate play-out via the display and/or the loudspeaker. Mobile terminals retrieve transmission details like MBMS Bearer Service ID and the used port before the UEs can activate the reception. Upon interaction of the user and when all parameters are known, the UE “tunes in” the transmission and stays until the user decides to leave the transmission. This can happen before the transmission ends.

Note, for Release 6 no dynamic bandwidth adaptation is foreseen. The transmission bandwidth is determined by the MBMS User Service Transmitter once and not changed during the life-time of the MBMS streaming session.

[Editor’s note: Streaming in the context of MBMS User Services may not be the same as that described e.g. within PSS. It should be however possible for the operator to collect statistical data such as lost frames, assigned resources, bit-rates achieved etc [3]]
7
Usage Scenarios

7.1 Service Discovery/Announcement

Below an example for an aggregated service announcement document using multipart MIME type “multipart/related” (RFC2557) is described. 

MIME-Version: 1.0

Content-Type: multipart/related; boundary=D8119DDD2D264D4480E57277; type=” application/mbms-user-service-description”

Content-Length: <length of the stream>

--D8119DDD2D264D4480E57277

Content-Type: application/mbms-user-service-description

<?xml version="1.0" encoding="UTF-8"?>

<userServiceDescription

  xmlns="www.example.com/3gppUserServiceDescription"

  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

  serviceId="urn:3gpp:1234567890coolcat">

      <name lang="EN">something in english</name>

      <serviceLanguage>EN</serviceLanguage>

      <deliveryMethod 

            sessionDescriptionURI="fragmentdir/session1.sdp"/>

      <deliveryMethod 

            sessionDescriptionURI=”fragmentdir/session2.sdp”

            associatedProcedureDescriptionURI="fragmentdir/procedureX.xml"/>

</userServiceDescription>

--D8119DDD2D264D4480E57277

Content-Type: application/sdp

Content-Location: fragmentdir/session1.sdp

v=0

o=ghost 2890844526 2890842807 IN IP4 192.168.10.10

s=3GPP MBMS Streaming SDP Example

i=Example of MBMS streaming SDP file

u=http://www.infoserver.example.com/ae600

e=ghost@mailserver.example.com

c=IN IP4 224.1.2.3

t=3034423619 3042462419

b=AS:77

m=video 4002 RTP/AVP 97 96 100

b=AS:62

b=RR:0

b=RS:600

a=rtpmap:96 H263-2000/90000

a=fmtp:96 profile=3;level=10

a=framesize:96 176-144

a=rtpmap: 97 rtp-mbms-fec-tag/90000

a=fmtp:97 opt=96; FEID=129;FIID=12435;FOTI="1SCxWEMNe397m24SwgyRhg=="

a=rtpmap: 100 rtp-mbms-fec-symbols/10000

a=fmtp:100 FEID=129;FIID=12435;FOTI="1SCxWEMNe397m24SwgyRhg=="; min-buffer-time=2600

m=audio 4004 RTP/AVP 99 98 101

b=AS:15

b=RR:0

b=RS:600

a=rtpmap:98 AMR/8000

a=fmtp:98 octet-align=1

a=rtpmap: 99 rtp-mbms-fec-tag/8000

a=fmtp: 99 opt=98;FEID=129;FIID=12435;FOTI="1SCxWEMNe397m24SwgyRhg=="

a=rtpmap: 101 rtp-mbms-fec-symbols/10000

a=fmtp:101 FEID=129;FIID=12435;FOTI="1SCxWEMNe397m24SwgyRhg=="; min-buffer-time=2600

[Editor’s note: this SDP example needs updating according to the latest SDP definition]

--D8119DDD2D264D4480E57277

Content-Type: application/sdp

Content-Location: fragmentdir/session2.sdp

v=0

o=user123 2890844526 2890842807 IN IP6 2201:056D::112E:144A:1E24

s=File delivery session example

i=More information

t=2873397496 2873404696

a=mbms-mode:broadcast 1234

a=FEC-declaration:0 encoding-id=128; instance-id=0

a=source-filter: incl IN IP6 * 2001:210:1:2:240:96FF:FE25:8EC9

a=flute-tsi:3

m=application 12345 FLUTE/UDP 0

c=IN IP6 FF1E:03AD::7F2E:172A:1E24/1

a=lang:EN

a=FEC:0

[Editor’s note: this SDP example needs updating according to the latest SDP definition]

--D8119DDD2D264D4480E57277—

Content-Type: application/mbms-associated-procedure-parameter

Content-Location: fragmentdir/procedureX.xml

<?xml version="1.0" encoding="UTF-8"?> 

<associatedProcedureDescription

  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

  xsi:schemaLocation="http://www.example.com/mbms-associated-descrition.xsd">

  <postFileRepair

    offsetTime="5"

    randomTimePeriod="10">

    <baseURI server="http://mbmsrepair.operator.umts/"/>

    <baseURI server="http://mbmsrepair1.operator.umts/"/>

    <baseURI server="http://mbmsrepair2.operator.umts/"/>

  </postFileRepair>

  <postReceptionReport

    offsetTime="5"

    randomtimePeriod="10"

    reportType="StR-all"

    samplePercentage="100"

    forceTimingIndependence="0">

    <baseURI server="http://mbmsrepair.operator.umts/"/>

  </postReceptionReport>

</associatedProcedureDescription>

--D8119DDD2D264D4480E57277--

7.2
MBMS Download Delivery Method

[Editor’s note: The following text is copied from S4-AHP125.]
The MBMS Download User Service uses the functionality of the MBMS Download Delivery Method, although other user services may also build on this delivery method. informed, via the UI, that new information is locally available. However, this is not a constraint or a requirement of an MBMS download user service. User notification and user-interaction with the download process may or may not be part of a download application UI.

After the data transmission phase the MBMS User Service Receiver may request missing data from a “Post-Delivery Processing Server”. Output of the MBMS User Service Receiver is in case of the MBMS Download User Service a “file”. The further processing of the received data and the proper presentation is not in scope of this document. It is assumed existing user play-out.

7.2
MBMS Streaming Delivery Method

[Editor’s note: The following text is copied from S4-AHP125. References are corrected.]
The MBMS Streaming receiver application may be started upon user interaction. In the case of immediate play-out upon reception, the user would be fully aware of the MBMS Streaming reception. The MBMS Streaming User Service is likely a fully integrated application (such as PSS).

The “MBMS User Service Transmitters” sends in case of the MBMS Streaming User service a number of continuous RTP-streams via the MBMS Bearer Service to the “MBMS User Service Receivers”. The number of streams per MBMS User Service depends on the multimedia components of the Service. 

Output of the MBMS User Service Receiver is in case of the MBMS Streaming User Service a number of continuous media streams (e.g. audio and video stream). The required codecs for reception of MBMS Streaming User Service are provided during the MBMS Service Discovery phase.

The “MBMS User Service Transmitter” starts and stops sending the RTP-streams according to the “Transmission Controller”. Users do not have a direct influence on the transmission duration or on the quality of the transmitted media.  

[Editor’s note: The RTP session definition requires RTP to be chosen as the streaming candidate and, although it would seem that it is the only reasonable option, this has not yet been agreed.]
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