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1.
Introduction

Previous discussions (see S4-040244) identified that there was an optimum size for data packets when FEC is used with MBMS. This is because large packets are more likely to span multiple RLC blocks and so more likely to be lost. On the other hand, smaller packets mean that greater overhead is incurred due to packet headers.

The optimum SDU size, P, including headers was calculated as:
P = sqrt{H·B/p}

Where:


H = header size


B = PDU size


p = PDU loss probability

So, for example:


H=44, B=640, p=0.1 gives P = 531 bytes


H=44, B=30, p=0.01 gives P = 364 bytes

This analysis was included in the Simulation Guidelines and motivated the choice of SDU sizes of 500 and 300 bytes respectively for UTRAN and GERAN simulations.
This contribution considers the impact of Robust Header Compression on this analysis.

2.
Robust Header Compression in MBMS

RAN2 are finalising the details of Robust Header Compression for MBMS. ROHC operates at the PDCP layer between the RNC and the UE. Remaining open issues in RAN2 are the frequency of “Initialisation and Refresh” headers, which in turn determines the outage time over cell changes or other events which cause the UE to lose synchonisation with the IP headers. For example, R2-042602 describes periodic sending of the IR and IR-DYN updates between every 100ms and every 2000ms.
The use of ROHC obviously affects the header size, and so the optimum packet size. The optimum packet size can be re-calculated based on averaging the header sizes, given the frequency of the IR and IR-DYN updates. For example, with a 64kbit/s channel, 640 byte PDUs, 13 byte IR-DYN every 100ms and 60 byte IR every 2000ms and 10% PDU loss then the optimum packet size is 160 bytes, with an average 4 byte header.
Similarly, the optimum packet size with 12kbit/s channel, 30 byte PDUs, IR-DYN every 200ms, IR every 2000ms and 1% PDU loss then the optimum packet size is 143 bytes, with average 6 byte headers (i.e. IR-DYNs occur every few packets).

3.
Comparison simulations
Based on the above analysis, if Header Compression is used in the RAN then the optimum packet size for MBMS download and streaming repair packets is significantly reduced.

To demonstrate this effect, we simulated a 2MB file download to 10,000 users over a 64kbit/s channel with 640 byte PDUs, 10% random PDU loss and an ‘Ideal’ FEC code. The ideal code can recover the file as soon as an amount of data equal to the original file size has been received.

The total transmission time for the file to reach 99.9% of the user population is shown in Table 1 below.
	Packet payload size
	Transmission time

	160
	5 min 15 sec

	500
	5 min 31 sec

	1000
	6 min 2 sec


Table 1: Transmission time for 2MB download with different packet sizes
These results assume an average compressed header size of 5 bytes, 8 bytes and 12 bytes. This is based on 13 bytes IR-Dyn refreshes every 200ms and 60-byte IR packets every 2000ms. However, since these values are small compared to the packet size, the results are not very sensitive to this variable.

The above simulations show a saving of over 13% in transmission bandwidth moving from 1000 byte packets to 160 byte packets. The saving when moving from 500 bytes to 160 bytes is 4.8%.

For streaming, similar simulations can be done varying the size of repair packets. Figure 1 shows the Mean Time Between FEC Block Losses
 for repair packet size (P) of 160, 480 and 960 bytes using 160 byte symbols and the Foreman clip. Media rate was 48kbit/s and bearer rate (including FEC overhead) 64kbit/s. From this it can be seen that, again, there is a clear advantage to using smaller packets. For example, at 6% BLER, the Mean Time Between Glitches is 137s with 960 byte packets, 316s with 480 byte packets and 528s with 160 byte packets.
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Figure 1: MTBG vs BLER for various repair packet sizes

4.
Conclusion and proposal

From the discussion above we conclude:

1) Header Compression has a significant impact on the choice of a good packet size, according to the previously agreed analysis from S4-040244: in the presence of Header Compression the optimum packet size is much smaller, for example 160 bytes or less

2) The improvement in system performance obtained by using smaller packets is significant for both download and streaming

Header Compression is itself an important system optimisation which many operators will choose to deploy. Operators should have the option to optimise MBMS Forward Error Correction for the system over which the data is to be sent, otherwise the value of the Header Compression feature is not fully realised.

We therefore propose:

· That MBMS FEC must be able to efficiently work with small packets, for example 160 bytes.
� Mean Time Between Block Losses is defined as the mean time between source blocks which could not be decoded.
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