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1. Introduction

In this document, we present the simulation results for the performance of RS codes with MBMS streaming services according to the guidelines in [1]. Decoding complexity has been a major concern for RS codes. We present results to show that RS decoding complexity is not a major contributor to the overall client decoding complexity for MBMS download and streaming services.

2. FEC for MBMS Streaming: Simulation Results

Source Block Dimensions

· A 64 kbps streaming session is assumed. Streaming data is buffered for 5s to form an FEC block. Corresponding size of the FEC block is (64000*5/8) = 40 Kbytes. 
· Depending on the FEC overhead, the proportion of systematic data in bytes and FEC data in bytes is varied. For example, with an FEC overhead of 25%, the allocated size of systematic data is 40KBytes/1.25  = 32 Kbytes, and the allocated size of FEC data is 8 Kbytes. Comment: FEC overhead is defined by (N-K)/K, 8/32 = 0.25 = 25%
Simulation Conditions [1]

· Stream duration:

5 min

· UTRAN bearer bit rate: 
64 kbps

· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· SDU size (variable):

from real simulations obtained from AVC encoding of 

           nasa_qcif sequence, with a target SDU size of 400 Bytes.

The following 6 classes cover several combinations of link loss and cell change loss. Cell change duration is assumed to be 1s and 3s.
 Class     PDU BLER [%] Handover per minute
1            0.1                0
2            1                  0
3           10                  0
4            0.5                1
5            5                  1
6            1                  3
The corresponding weight vector W = {W1, W2, W3,…, Wn} that gives the percentage of users in each class, e.g., for the above case of six user-classes W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05} or

W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.
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Figure 1: MBMS Streaming System Level Simulations with RS codes using Hybrid-Padding for source blocking. W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05}
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Figure 2: MBMS Streaming System Level Simulations with RS codes using Hybrid-Padding for source blocking. W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05}
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Figure 3: MBMS Streaming System Level Simulations with RS codes using Hybrid-Padding for source blocking. W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.
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Figure 4: MBMS Streaming System Level Simulations with RS codes using Hybrid-Padding for source blocking. W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.
Analysis of simulation results

· The block lengths of RS codes are very small due to small buffer delay of 5s. With an average packet size of 400 bytes, it is possible to have only 100 packets at most in a source block. So the performance of FEC is highly susceptible to bursty losses irrespective of the source-blocking scheme used. This is worsened by the variable packet sizes that result in multiple SDU losses for one PDU loss.

· In a 64kbps streaming session of 5 minutes, there are 60 source blocks each of duration 5s or 40KB.
· With 3s cell change loss every minute, 3/5 = 60% of the source block is washed out at least 5 times during a streaming session of 5 minutes. So error-free reception is possible only for FEC overheads of more than 150%.  Thus it is impossible to protect against 3s cell changes with reasonable FEC overhead when the buffering delay is constrained to 5s. 

· With 1s cell change loss every minute, 1/5 = 20% of the source block is washed out at least 5 times during a streaming session of 5 minutes. So error-free reception is possible only for FEC overheads of more than 25%. 

3. Complexity Results of the RS-FEC decoding for MBMS File download

This section shows complexity results for a Symbian optimized software implementation of RS over a possible MBMS mobile terminal platform. These results are stressing the complexity of worst decoding times related to worst-case results (3MB file used, whereas probably smaller are more typical). However, it must be pointed out that that “average” cases produce much better results. In any case, even in presence of worst test cases, results are impressively competitive.

a. Mobile Platform

1-D RS Codes

File Size = 3 MB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

1-D RS Codes with N = 255

FEC Overhead

 N
 K          Worst Decoding Time*

    (N-K)/K


                                          (seconds)

10%  (for more typical loss rates)
255
232
  4.210

20%


255
213
  5.423

30%  (for heavy loss)

255
197
  7.873

File Size = 1 MB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

1-D RS Codes with N = 255

FEC Overhead

 N
 K          Worst Decoding Time*

    (N-K)/K


                                          (seconds)

10%  (for more typical loss rates)
255
232
  1.403

20%


255
213
  1.807

30%  (for heavy loss)

255
197
  2.624


File Size = 512 KB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

1-D RS Codes with N = 255

FEC Overhead

 N
 K          Worst Decoding Time*

    (N-K)/K


                                          (seconds)

10%  (for more typical loss rates)
255
232
  0.701

20%


255
213
  0.904

30%  (for heavy loss)

255
197
  1.312

* Happens when (N-K) source packets are lost in each block.

2-D RS Codes with no parity over parity

File Size = 3 MB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

2-D RS Codes 

K = K1*K2

FEC Overhead

     Decoding Time (Upper bound**)

(N-K)/K


                 (seconds)

10%  (N1=N2=82, K1=K2=78)

0.751



20%  (N1=N2=86, K1=K2=78)

1.702

30%  (N1=N2=90, K1=K2=78)

2.672

File Size = 1 MB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

2-D RS Codes 

K = K1*K2

FEC Overhead

     Decoding Time (Upper bound**)

(N-K)/K


                 (seconds)

10%  (N1=N2=48, K1=K2=45)

0.126



20%  (N1=N2=51, K1=K2=45)

0.166

30%  (N1=N2=54, K1=K2=45)

0.356

File Size = 512 KB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

2-D RS Codes 

K = K1*K2

FEC Overhead

     Decoding Time (Upper bound**)

(N-K)/K


                 (seconds)

10%  (N1=N2=34, K1=K2=32)

0.035



20%  (N1=N2=36, K1=K2=32)

0.094

30%  (N1=N2=38, K1=K2=32)

0.125


  ** Happens when all rows are decoded and all columns are decoded with maximum loss in each direction. Typically not all rows and all columns need to be decoded.

b. PC Platform [Reference results]: 1-D RS Codes with N = 255

File Size = 3 MB

SDU Size = 512 Bytes

Vandermonde matrix based implementation of RS codes

       FEC Overhead    

         Worst Decoding Time
   

(N-K)/K
    
                  (Seconds)     


10%
  

0.30    

20%
  

0.61   
   

30%
 

0.89   

c. PC Platform [Reference results]: Raptor codes [2]

File Size = 3 MB

SDU Size = 512 Bytes

       FEC Overhead    

              Decoding Time
   


    
                  (Seconds)     


 20%


1.00 

As it can be seen from the results above, RS decoding complexity results over a PC implementation are competitive against the Raptor complexity results shown in [2]. In addition, if the same ratio PC/mobile platform is considered, for 1D-RS codes the mobile platform (for 20% redundancy) is 5.42/0.61 = 8.9 times slower than the PC platform, and given the known results of Raptor complexity over PC [2], we deduct a mobile platform decoding time of 8.9*1s=8.9s for 100% CPU usage and 89s for 10% CPU usage.

4. Complexity Results of the RS-FEC decoding for MBMS Streaming 

For streaming, it is very important to be able to perform FEC-decoding in real time. The FEC decoding must be performed simultaneously with video decoding and audio decoding.

It is very important for FEC-decoding not to require a large amount of CPU usage. FEC-decoding should not drain the battery power.

In this section, we present profiling results for video, audio and RS-FEC decoding. We measure the number of cycles needed to RS-decode a source block with maximum recoverable loss.

Using a mobile platform terminal, for UTRAN 64 kbps bearer with parameters N = 255 and column length T = 160 Bytes, the CPU utilization to decode an RS source block that spans 5s is 4.04%. The decoding time of such a source block is 0.2 seconds.

We present similar results for AVC decoding and AMR-WB decoding. They are summarized in 

the following table.

Decoder

Bitrate

CPU Usage


AVC

15 fps QCIF
64 kbps
            
44%




15 fps QCIF 
128 kbps
         
56%


AMR-WB

24kbps
            
14%


RS-FEC

64 kbps
            
 4%





128 kbps
             
 8%

On a more powerful mobile platform we measured the RS-FEC decoding complexity under the following conditions:

UTRAN 64kbps bearer, 30% FEC overhead, 5 seconds buffering delay

RS-Hybrid-Padding 

Matrix inverson time = 0.032 sec

Matrix multiplication time (Column size = 160 Bytes) = 0.078 sec

Total decoding time = 0.11 Sec
CPU Usage  = 1.6 %

Results clearly show that RS decoding is not a bottleneck for real-time decoding over mobile platforms, and RS decoding is suitable for MBMS streaming.


5. Padding Wastage vs. Decoding Complexity Trade-off for MBMS streaming with variable size RTP packets

For variable size RTP packet distribution, hybrid padding [5] reduces the padding to the maximum extent possible while retaining the low complexity property of RS-simple-padding. However, for a given bearer speed of 64kbps and a buffering delay of 5s, the column length cannot be less than 156 Bytes because of the limitation of N<=255. 

64000*5 = 320000 = 40 KB. With maximum possible columns of 255, the column size is at most 40000/255 ~=156.

Thus the padding in any column can range from 0 to 155 Bytes. This may result in an average padding of 78 Bytes per packet for a random packet size distribution.

Hybrid-matrix approach further reduces the padding, but at the expense of decoding complexity. In this approach, the variable size packets are padded so that their size becomes a multiple of T=32 bytes. Thus the padding in any packet can range from 0 to 31 Bytes. This results in an average padding of 16 Bytes per packet for a random packet size distribution. A column is divided into 5 sub-columns each of size T=32 Bytes. This is illustrated in Figure 5. In this example, the source packet sizes are respectively 213, 101, 330, 64 and so on. The padding required is respectively 7*32 – 213 = 11 Bytes, 4*32 – 101 = 27 Bytes, 11*32 – 330 = 22 Bytes, 2*32 – 64 = 0 Bytes.

Using a symbol size of T=32, the wastage due to padding is identical for both LDPC family codes and RS codes. RS256 codes have zero reception overheads for all codeword lengths less than 256. However, the LDPC family codes have a non-zero reception overhead. Thus RS codes have a clear advantage over LDPC family codes for short codeword lengths.

In addition, the reception overhead of LDPC family codes increases with reducing block lengths. By reducing the symbol size T, the LDPC family codes seems to end up in more symbols per packet and hence large K and N. However, if a packet is lost, all symbols belonging to that packet are marked lost in the decoding block. Thus symbols are not lost independently, but are lost in bursts. For the above example, the LDPC family codes may use N = 40000/32 = 1250. But if the source RTP packets are of size 480 bytes each, then there are 480/32 = 15 symbols per RTP packet. Symbols are lost in a granularity of 15. This code is thus equivalent to a code with N = 40000/480 ~= 83. For such a short block lengths, RS codes have zero reception overhead, whereas LDPC family codes have high reception overhead. Thus, we conclude that RS codes are best suited for FEC for MBMS streaming services. 

One concern is about the increased decoding complexity due to the necessity for multiple matrix inversions per source block. For the same source block size, we observed that hybrid-matrix approach is 3 times more complex than the hybrid - padding.

Test results over a mobile platform

5s delay, RS-Hybrid-Padding 
Matrix inverson time = 0.032 sec
Matrix multiplication time (Column size = 160 Bytes) = 0.078 sec
Total decoding time = 0.11 Sec
 

5s Delay, RS-Hybrid-Matrix
Matrix inversion time = 0.032 * 5 = 0.160 sec
Matrix multiplication time (for Symbol size = 32 bytes)
Total matrix multiplication time (Column size = 5 *32 = 160 Bytes) = 0.028 * 5 = 0.140 sec
Total decoding time = 0.160 + 0.140 = 0.30 sec.
 

Conclusion: The decoding time of "Hybrid-Matrix" is ~3 times that of the "Hybrid-Padding".
However, we observe that 0.11sec decoding time for a 5sec long data is already negligible. 0.30 sec decoding time for a 5sec long data is still negligible.

Thus, RS codes with hybrid-matrix approach have the same low padding wastage as LDPC family codes do, but have a better performance due to zero reception overhead for short block lengths.

Figure 5 illustrates the above hybrid-matrix approach that has the same low padding wastage as the LDPC family codes with symbol sizes of 32 bytes.
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Figure 5: Hybrid-Matrix Approach for Source Blocking for RS Codes.

This approach does not need a separate decoding for each row.  However, a separate decoding is required for every set of T=32 rows. Since all 32 rows in a block have the same lost symbol positions, only one matrix inversion is needed for decoding all of the 32 rows. Thus we need 5-matrix inversions for the entire source block. 

The overall complexity of this method was still shown to be manageable on a mobile that performs video and audio decoding simultaneously with RS-FEC decoding.

           RS-Simple-padding, RS-Hybrid-padding, RS-Hybrid-matrix and RS-matrix are in the order of 

           increasing decoding complexity, but are in the order of decreasing padding. A tradeoff between 

           complexity and padding must be made subject to the variability of the packet size.

In addition, for buffering delays shorter than 5sec, the padding wastage can be further reduced without increasing the decoding complexity. For example, when buffering delay is 3sec, we need only 3 matrix inversions per source block. Shorter buffering delays are expected to be critical for minimizing the tune-in delay [3] of an MBMS streaming session.

6. Conclusions

We presented the simulation results for MBMS streaming with RS codes for error protection using hybrid-padding approach for source blocking. 

We also presented the RS decoding complexity over various platforms and various error loss scenarios.

· The decoding complexity of RS codes over GF(256) is negligible when compared to the decoding complexity of contemporary video and audio decoders. The CPU usage of the RS-FEC decoding allows enough room for simultaneous audio and video decoding also.

· The RS-FEC decoding time for MBMS file downloads of 3MB size is less than 8 seconds (in the absolute worst case scenario for 1D RS), while it takes 500 seconds to download the file over a 64kbps UTRAN bearer. For a 128 kbps bearer also, it takes 250 seconds to download the file. However, for large files (e.g., 3MB), it is recommended to use 2D RS codes that have a maximum complexity of less than 3 seconds. Thus, for both typical MBMS bearer speeds [1], the RS decoding time is a small fraction of download time.

· For streaming the padding wastage can be further reduced by  slightly increasing the decoding complexity. The resulting complexity is still easily manageable on a mobile platform. Given the fact that RS codes have zero reception overhead and at the same time the padding wastage is minimized by hybrid-matrix approach, RS codes have a clear advantage over LDPC family codes for streaming.

· For shorter buffering delays, the padding wastage can be further reduced while still having zero reception overhead and low complexity.

· RS codes are very competitive against Raptor codes over mobile platforms, given the complexity results produced so far for Raptor.
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