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1 Introduction

Radio bearers used for point-to-multipoint transmission required in MBMS services are unreliable because they cannot be operated in RLC acknowledged mode. Therefore, reliable file transfer as required by MBMS Download User Services can only be achieved by applying additional techniques on the application layer.

The transport part of the MBMS download user service can be split into two parts. First, the point-to-multipoint transmission over a MBMS radio bearer, secondly the repair phase during which missing data is transmitted to those clients, which have perceived packet losses during the first phase.

Application layer FEC has been proposed as one technique to achieve a better protection of the data transmitted during the point-to-multipoint transmission phase. For the repair phase point-to-multipoint and point-to-point repair have been discussed.

In this document we will investigate and discuss the performance of the following four alternatives for reliable MBMS download user services:

1) Unprotected file transmission combined with point-to-point repair

2) FEC protected file transmission combined with point-to-point repair 

3) Unprotected file transmission combined with point-to-multipoint repair

4) FEC protected file transmission combined with point-to-multipoint repair

The discussion is based on simulation results, which had been produced according to [1]. We are focusing first on a scenario, which assumes 500.000 users spread homogeneously across the cells of a mobile network. After that we discuss the applicability of the results obtained for this scenario to an ”Arena” scenario in which 50.000 users are spread over only four cells.    

The simulation results indicate that the best performance is achieved if FEC protection is combined with point-to-point repair. We therefore propose that SA4 uses FEC protected point-to-multipoint transmission combined with point-to-point repair as a working assumption for achieving reliable file transfer in MBMS download user services.

Note that this document does not compare the performance of different FEC mechanisms. All FEC simulations in this document have been carried out based upon well-known Reed-Solomon (RS) codes with parameter settings resulting in low memory consumption and complexity at the decoder.  

2 Simulation setup and results for offsite scenario

The simulation results presented in the following had been carried out based on the following assumptions:

· Number of MBMS download user service subscribers: 500.000

· File size: 1 MB

· RLC SDU size: 544 bytes (500 payload + 16 ALC header + 28 UDP/IPv4)

· RLC PDU size: 640 byte

· RLC BLER: 1%

· Bearer rate: 64 kbps

It is assumed that the 500.000 users are homogeneously spread across the cells of a mobile network. In the following we call this scenario the “Offsite” scenario. It will be compared with an Arena scenario in section 4.

The file size is 1MB corresponding to a 2 min video clip encoded at 64 kbps (or a 1 min video clip encoded at 128 kbps). The IP packet size was selected to be 544 bytes (500 bytes payload, 44 bytes protocol overhead). The RLC parameters and the bearer rate assume a UTRAN MBMS bearer.

With those parameters, simulations were carried out for different levels of FEC protection. The simulation results are summarized in Figure 1 and Table 1.

Figure 1 shows on the left the amount of unsatisfied users versus transmission overhead. An unsatisfied user is defined as a user who has missing data after the P-t-M transmission phase. Note that in case no FEC protection is used, the protocol overhead sums up to roughly 11%. 9% is contributed by protocol overhead (44 bytes protocol header for 500 bytes payload) and 2% is introduced due to the segmentation of IP packets into RLC blocks.

From the left graph of Figure 1 it can be seen that in case no FEC is applied, each and every user will have missing data. Adding a weak FEC protection resulting in 5% additional overhead still results in many unsatisfied users. 
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Figure 1: Impact of FEC. Left: unsatisfied users, right: total amount of missing data

The right graph in Figure 1 shows for the same simulation the total amount of missing data. The total amount of missing data is calculated by summing up the missing data of each user. It corresponds to the total amount of data, which needs to be transmitted during a P-t-P repair phase. In case no FEC is used the total amount of missing data is 9198 MB. With a weak FEC protection adding 5% overhead, the total amount of missing data is reduced to 2953 MB. With 11% FEC overhead the total amount of missing data is already close to zero.

Table 1 lists details and additional information of the simulation results presented in Figure 1. It also lists the parameters of the Reed-Solomon code used for the application layer FEC protection. Note that the selected Reed-Solomon parameters reflect a trade-off between complexity/memory consumption and performance. Column 5 shows the average amount of missing data per user. Columns 6 and 7 show figures, which are interesting for Point-To-Point repair considerations and which will be discussed in more detail in the next section. Those figures were calculated under the assumption that the link speed between the P-t-P repair server and the GGSN is limited to 100 Mbps. 

“Minimum repair time” expresses the time it takes to download all missing data to those clients requiring a “repair”. Since we assume that all users are homogeneously spread across the cells this time is only limited by the 100 Mbps link between the P-t-P repair server and the GGSN. The “Max achievable throughput per user” gives the maximum achievable throughput per user during the point-to-point repair phase. Like the  “Minimum repair time” it is determined by the link speed between the P-t-P repair server and the GGSN.

Table 1: Detailed results for the simulation shown in Fig. 1

	FEC configuration
	Situation after point-to-multipoint transmission
	P-t-P repair characteristics assuming a 100 Mbps link between the repair server and the GGSN

	Additional FEC overhead [%]
	RS code configuration (k,n)
	Unsatisfied users
	Total amount of missing data [MB]
	Average missing data per

unsatisfied user [bytes]
	Minimum repair time [secs]
	Maximum achievable throughput per user [kbps]

	0 
	No FEC
	500.000
	9198
	18396
	736 
(~ 12 min)
	0,200

	3
	(62,64)
	461.000
	2953
	6407
	236
(~ 4 min)
	0,217

	7
	(60,64)
	66.000
	201
	3045
	16
	1,515

	11
	(58,64)
	3.000
	10
	3500
	0,84
	33,333

	15
	(57,64)
	0
	0
	0
	-
	-


Note that the figures in columns 6 and 7 are based on theoretical consideration. In practice, TCP is used during the point-to-point repair phase. Due to the congestion control of TCP, the performance during the point-to-point repair phase will be much lower (e.g. minimum time increases, maximum achievable throughput per user decreases). 

3 Discussion of simulation results

This section discusses the simulation results presented in the previous section for the four alternatives described in the Introduction.

3.1 No FEC combined with point-to-point repair 

In case no FEC is used the point-to-point repair phase takes 12 minutes and the maximum achievable throughput per user is as low as 200 bits per second. In addition all 500.000 users need to contact the P-t-P repair server.

3.2 FEC protection combined with point-to-point repair

Applying FEC protection brings the minimum duration of the point-to-point repair phase down to more reasonable values. With 11% spent for FEC protection (corresponds to 21% total overhead) the point-to-point repair takes only 0.84 seconds and the maximum achievable throughput per user goes up to 33.3 kbps.

3.3 No FEC combined with point-to-multipoint repair

In the point-to-multipoint scenario it is assumed that during a broadcast/multicast transmission, terminals sends for each missing packet NACK responses back to a server. The server collects all those responses and then re-broadcasts all packets that had been reported lost.

In case no FEC is used the total amount of missing data is 9198 MB. Assuming that the packet losses perceived by different users are uncorrelated, the probability that one packet was not received by at least one user is close to 1. In the point-to-multipoint repair scenario this leads to a re-broadcast of the whole file. Note that re-broadcasting the whole file corresponds to adding 100% transmission overhead. However, after the first re-broadcast there might be still users with missing data. Apart from this it’s also questionable whether a server can handle the NACKs coming back from 500.000 users simultaneously. 

3.4 FEC combined with point-to-multipoint repair

If we apply 11% overhead for FEC, the number of users with missing data is much lower. However, for each packet the probability that it has been lost by at least one user is still fairly high. This would again lead to a re-broadcast of the whole file although only a small percentage of users really need the data.

4 Applicability of results to an “Arena” scenario

For the “Arena” scenario, we assume that 50.000 users are spread across 4 cells. The results provided in section 2 can be simply scaled down to 50.000 users by dividing the figures in columns 3,4, and 5 by 10. This is shown in Table 2. 

The main difference is in the rightmost columns. In the Arena scenario the link between the P-t-P repair server and the GGSN is no longer the bottleneck. Instead the cell capacity becomes the bottleneck. In Table 2 it is assumed that only a maximum of 256 kbps per cell is available for P-t-P repair.  

Table 2: Detailed results for the “Arena” scenario

	FEC configuration
	Situation after point-to-multipoint transmission
	P-t-P repair characteristics assuming a 256 kbps capacity limit per cell 

	Additional FEC overhead [%]
	RS code configuration (k,n)
	Unsatisfied users
	Total amount of missing data [MB]
	Average missing data per user [bytes]
	Minimum repair time [secs]
	Maximum achievable throughput per user [kbps]

	0 
	No FEC
	50.000
	919,8
	18396
	7186 (~ 2 h)
	0,0200

	3
	(62,64)
	46.100
	295,3
	6407
	2307
(~ 38 min)
	0,022

	7
	(60,64)
	6.600
	20,1
	3045
	157

(~ 2,6 min)
	0,155

	11
	(58,64)
	300
	1,0
	3500
	8,2
	3,4

	15
	(57,64)
	0
	0
	0
	-
	-


4.1 No FEC combined with point-to-point repair

From Table 2 it can be seen that this case would require roughly 2 hours for completing the repair phase which is of course far beyond any acceptable value.

4.2 FEC protection combined with point-to-point repair

If combined with FEC the repair time can be brought down to more reasonable values. With 11% FEC overhead it’s 8,2 seconds.

4.3 No FEC combined with point-to-multipoint repair

Similar to what was said in section 3.3 the probability that one packet was not received by at least one user is close to 1. This leads to a re-broadcast of the whole file which corresponds to adding 100% transmission overhead. 

4.4 FEC combined with point-to-multipoint repair

Even in combination with FEC the probability that one packet was not received by at least one user is still close to 1. This again leads to a re-broadcast of the whole file which corresponds to adding 100% transmission overhead. 

5 Conclusion

Figure 2 summarizes the results presented in this document. It compares the total transmission time with the transmission overhead for point-to-point and point-to-multipoint repair for the “Offsite” (left) and “Arena” (right) scenario. The horizontal axis shows the transmission overhead, which is defined as the total amount of data transmitted over the point-to-multipoint bearer. The vertical axis shows the total transmission time, which is defined as the time it takes until every client has completely received the file 

As can be seen, FEC protected point-to-multipoint transmission combined with point-to-point repair achieves a lower total transmission time at less total transmission overhead in both scenarios. Note that we have assumed that in the point-to-multipoint repair case, the NACKS are delivered during the transmission and that the server starts to multicast the repair data immediately after the original transmission. In practice, this is most likely not feasible and one has to add an additional delay for the repair server to collect all NACK reports.
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Figure 2: Comparing total transmission time and total transmission overhead for point-to-point and point-to-multipoint repair for the “Offsite” (left) and “Arena” (right) scenario
Feeding back NACK messages is in particular difficult to realize in an Arena scenario, due to the only limited uplink capacity. In addition, point-to-point repair is anyway needed in addition to point-to-multipoint repair for reliable download services on top of MBMS, since point-to-multipoint repair alone is not able to ensure that all clients have received all data. 

The simulation results presented in this document show that reliable file transfer for the MBMS download user service is best achieved by combining FEC protected broadcast/multicast transmission with point-to-point repair. 

It has also be shown that a low complexity Reed-Solomon code introducing 15% overhead is sufficient to cope with packet losses resulting from an average BLER probability of 1% in the RLC layer.

6 Proposal

For designing the MBMS download user service over point-to-multipoint bearers the following working assumption is proposed: 

1) Application layer FEC is used to protect broadcast/multicast transmissions over point-to-multipoint radio bearer against packet losses.

2) For reliable file transfer, point-to-point repair is used as a repair mechanism.
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