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1. Introduction
This paper presents some preliminary simulation results for MBMS Forward Error Correction.
The object of this paper is to demonstrate the need for Forward Error Correction for MBMS download. This paper does not consider comparisons of FEC codes in detail.

The simulations have been carried out for six different classes of link/cell change characteristics and the results combined according to an assumed distribution of users. For each class, 1000 trials were carried out using different, randomly generated, error patterns.

2.
Simulation parameters

The following parameters were used for these simulations:

	File size
	1mb

	Bit-rate
	64kbit/s

	RLC block size
	640 bytes

	Packet payload size
	512 bytes

	Packet header size
	44 bytes

	Average handover duration
	2 seconds


Table 1: Simulation Parameters

The link characteristics classes were as follows:
	Class
	1
	2
	3
	4
	5
	6

	BLER
	0.1%
	1%
	10%
	0.5%
	5%
	1%

	Average handovers/minute
	None
	None
	None
	1
	1
	3

	%age of users in this class
	20%
	50%
	4%
	20%
	1%
	5%


Table 2: Link classes (Case 1)
Handover duration and frequency were simulated with two-state Markov chains, so the above figures are absolutes, not averages.

3.
Simulation results with no FEC

The above parameters were used to simulate distribution of the file with no FEC. Packets are sent once each in sequence. The table below shows, for each class, the percentage of users that received the entire file and the average percentage of the file that was received by the other users.

	Class
	Precentage of users receiving entire file
	Average percentage of file received by other users

	1
	16.42%
	99.78%

	2
	0%
	98.17%

	3
	0%
	82.50%

	4
	0%
	95.73%

	5
	0%
	87.96%

	6
	0%
	88.29%


Table 3: Transmission with no FEC
The total percentage of users receiving the entire file was 3.28%. The remaining users had each received an average of 96.68% of the file, giving an average of about 34k of missing data per user. Obviously some users will have much more missing data.

Considering an example population of 100,000 users, this would result in 96,716 queries to the repair server. The total amount of data sent by the repair server would be 3.2Gb.

4.
Simulation results with FEC
Two FEC codes were used, a “Staircase” LDPC code (see Annex A) and a (64,49) Reed Solomon code. Note that this LDPC code performs quite poorly, as LDPC codes go, but it is simple and sufficient to demonstrate the principle proposition of this contribution.

Both codes generate an amount of redundant data equal to approximately 30% of the file size. In the LDPC case, the code is applied across the entire file, treated as 2048 symbols of 512 bytes. In the Reed-Solomon case the file is divided into 42 blocks of 24.5k each and the code applied to each block.

For the LDPC code, source and parity packets are sent in completely random order. For the RS case, packets from all 37 blocks are fully interleaved.

10,000 trials were carried out for each loss class. The results for each class are summarised in the following table:

	Class
	Precentage of users receiving entire file
	Average percentage of file received by other users

	
	“Staircase” code
	Reed-Solomon
	“Staircase” code
	Reed-Solomon

	1
	100.00%
	100.00%
	0.00%
	0.00%

	2
	100.00%
	100.00%
	0.00%
	0.00%

	3
	92.68%
	5.51%
	92.68%
	97.44%

	4
	98.38%
	99.99%
	98.38%
	99.32%

	5
	93.52%
	86.66%
	93.52%
	98.70%

	6
	80.21%
	93.21%
	80.21%
	95.95%


Table 4: Simulation Results per Class with 30% FEC
Aggregate results are calculated by weighting the above results and are summarised in the following table, including the results from above for no FEC, for comparison:
	Code
	Percentage of users receiving the entire file
	Average percentage of file received by other users
	Average missing data (k)
	Repair queries (100,000 users)
	Total repair data (100,000 users)

	No FEC
	3.28%
	96.68%
	34.0
	96,716
	3210Mb

	“Staircase” LDPC
	98.33%
	96.88%
	31.9
	1,700
	52Mb

	Reed-Solomon
	95.75%
	97.36%
	27.0
	4,250
	112Mb


Table 5: Aggregate results with 30% FEC
From the above, it should be clear that for any reasonable population of users, then Forward Error Correction is essential. Without Forward Error Correction almost all users need to request data from the repair server, even though the average amount of missing data is small. Even for relatively small populations this would place an unacceptable load on the UMTS network in cells with more than a handful of users. If there are no such cells, then MBMS is not really required anyway!

The forward error correction overhead of 30% results in an additional 300k of data being sent over MBMS. MBMS point-to-multipoint distribution uses equivalent radio resource to point-to-point distribution to some small number of users (say 3). Therefore we can estimate that at most MBMS distribution of 300k of data uses radio resources equivalent to 1Mb of point-to-point distribution in each cell.
5.
Higher loss rates

The loss rates simulated above are very low for the majority of users – 95% of users have a BLER of 1% of below and 20% have a BLER of only 0.1%.

The simulations above were repeated with the following amended link classes:

	Class
	1
	2
	3
	4
	5
	6

	BLER
	0.5%
	1%
	10%
	1%
	5%
	1%

	Average handovers/minute
	None
	None
	None
	1
	1
	3

	%age of users in this class
	10%
	50%
	10%
	20%
	5%
	5%


Table 6: Alternative loss classes (Case 2)
The classes have been amended so that only 85% of the users received BLER of 1% or less. This is according to the figures provided by RAN.
Additionally, whilst it is realistic that a percentage of users receive very good BLER (e.g. 0.1%), those users will likely not all stay within good coverage for the entire session. Rather than simulating movement of users between classes, we adjust the BLER for the lowest loss classes to reflect the fact that users will move in and out of good coverage.

Repeating the simulations with these figures gives the following results:

	Code
	Percentage of users receiving the entire file
	Average percentage of file received by other users
	Average missing data (k)
	Repair queries (100,000 users)
	Total repair data (100,000 users)

	None
	0%
	95.03%
	50.86
	100,000
	4,966Mb

	“Staircase” LDPC
	96.04%
	96.81%
	32.68
	3,955
	126Mb

	Reed-Solomon
	89.41%
	97.44%
	26.21
	10,590
	271Mb


Table 7: Simulation results for alternative loss classes
From these figures it can be seen that even a small change in the loss model more than doubles the load on the repair server.
6.
Workload

The workload for the LDPC “Staircase” code is proportional to the size of the file. In general ~5 XOR operations are required for each source symbol.

The workload for the Reed-Solomon code is also related to the number of lost source symbols in each block. At an average 1% symbol loss rate, the workload is comparable to the LDPC code. But at a 10% symbol loss rate the workload is some 8 times greater.
7.
Memory requirements
The Reed-Solomon code does not require much working memory to decode, since it uses relatively small source blocks (25k). However, the interleaving used means that packets from all blocks are received together. If working memory is limited, these need to be stored as they are received and read back from store for processing.

The LDPC code requires memory proportional to the encoding size, in this case 1.3Mb. However, the interleaving technique described in S4-AHP119 could be used to reduce this to any required figure, again at the cost of writing received data to store and retrieving it for decoding.

8.
Summary

Simulations of MBMS file download for a 1Mb file were carried out using two Forward Error Correction codes and using no FEC code. Results were generated for six different link cases and an aggregate result calculated by weighting of these cases.
Results show that without FEC almost none of the users receive the entire file, with an average of 34k of missing data. If the missing data were provided in point-to-point mode from a repair server, this would generate an unacceptable load on the UMTS network.

Using FEC coding, an additional 300k of redundant data is transmitted. This resulted in more than 95% of users receiving the entire file. The 5% of remaining users were missing an average of about 30k of the file. The resulting load on the network for the repair service is thereby dramatically reduced.
From the above we conclude that Forward Error Correction is essential for MBMS file download.

Simulations were repeated with a slightly different set of link cases and a different weighting. This resulted in approximately double the load on the repair server.

We conclude that the results are quite sensitive to the link classes and loss rates – at least for the FEC codes simulated.
Finally, there were significant differences between the performance of the Reed-Solomon code and the LDPC “Staircase” code, with the latter resulting in less than half the load on the repair server (this despite the fact that the “Staircase” LDPC code performance is actually quite poor, as LDPC codes go.).

We conclude that further comparison of different FEC codes is necessary.

Annex A: 
LDPC “Staircase” code construction

The LDPC “Staircase” code is constructed as described in [1]. A generator matrix for the code is constructed in which each column represents a source or parity symbol and each row a constraint amongst the symbols. That is, for each row, the exclusive-OR sum of the symbols whose columns have a non-zero entry in that row is zero.
The random construction is such that each row except the first has exactly 5 non-zero entries, exactly two of which correspond to parity symbols (4 and 1 for the first row). The columns corresponding to a source symbol each have the same number of entries. The columns corresponding to parity symbols, except the last, have exactly two symbols.

Such a matrix is illustrated below. In practice the matrix needs to be much larger to obtain reasonable results from the code.
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Encoding is simple: since the first row has only one entry in a parity column, this parity symbol can be computed directly. The other entry in this parity column identifies a row which can then be used to calculate a further parity symbol and so on.

Decoding is also simple: the decoder keeps track of received or decoded symbols until it identifies a row with only one entry corresponding to an column whose symbol is unknown. This row is used to decode a new symbol. The process is repeated.

The above code was implemented in a simulator for the Universal Decoder described in other Nortel papers. Only a small code module (~35 lines of Java) is needed to encapsulate the details of the code. The Universal Decoder simulator also implements an optimization once a reception overhead of 5% is reached. At this point, the decoder attempts a Gaussian Elimination of the matrix.
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