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1. Introduction

The present contribution describes simulations of an FEC erasure code suitable for the MBMS file download service.  The FEC erasure code, hereafter called Raptor, has properties that meet all of the current and future requirements of an MBMS file download service, as described in the companion document [1].

2. Simulation Parameters

The workload measure is used to evaluate the computational speed for both encoding and decoding.  The workload is measured in terms of exclusive-or and copy operations on symbols.   As reported in [1], on the encoding side Raptor codes involve a pre-coding step on a source block that performs approximately 5 operations per source symbol, and then on average there are around 6.3 operations on source symbols for each encoding symbol generated from the source block.  On the decoding side, the total number of operations to recover the source symbols from received encoding symbols is slightly more than 11 times the number of source symbols.

The decoding memory requirements are slightly more than the source block length for the source file.  For example, the 100 KB source file that is encoded and decoded as a single source block takes slightly more than 100 KB of working memory for the decoding, whereas for the 3 MB file is partitioned into 16 source blocks of 192 KB each, and thus the working memory needed to decode is slightly more than 192 KB.  Decoding can be performed in place, i.e., the same memory that is used to store received encoding symbols for a source block and be used in place to recover the source block within the same memory.
The SDU packet payload size in all simulations is 512 bytes, and thus the total length of an SDU encoding packet, including the IP/UDP/FLUTE headers is 556 bytes.  Two file sizes are considered, a 100 KB file and a 3 MB file.   The 100 KB source file is 200 SDUs in length, and the 3 MB source file is 6,144 SDUs in length (using 1 KB = 1,024 bytes and 1 MB = 1,024 KB).

For UTRAN the PDU size is set to 640 bytes, and the sending rate is fixed at 64 Kbps in all simulations.  Thus, the time to send the 100 KB source file when there is no loss is approximately 14 seconds, and the time to send the 3 MB source file when there is no loss is approximately 7 minutes.

For GERAN the PDU size is set to 30 bytes, and the sending rate is fixed at 16 Kbps in all simulations.  Thus, the time to send the 100 KB source file when there is no loss is approximately 56 seconds, and the time to send the 3 MB source file when there is no loss is approximately 28 minutes.

For each simulation, an SDU packet loss sequence is generated.  A packet loss sequence is simply a sequence of zeroes (indicating SDU not lost) and ones (indicating SDU lost). A packet loss sequence is the combination of all types of loss considered for that simulation.  Possible contributions to packet loss include backbone loss, link loss, change cell loss, congestion loss and unavailable UE loss.  In the basic simulations below only link loss and change cell loss is considered.  In some of the subsequent simulations in addition congestion loss and unavailable UE loss is considered.

The methodology used to generate a packet loss sequence for each type of loss is the following.

· Link loss: A PDU packet loss sequence is first generated using a random number generator with a specified average loss fraction.  Then, the methodology described in [3] is used to generate an SDU packet loss sequence from this.
· Cell change loss: A two-state Markov chain is used to simulate cell changes, where the first state corresponds to no loss when in the cell and the second state corresponds to complete loss when changing from one cell to another.  The transition probabilities between states are described for each simulation, but are designed so that on average there is one cell change per sending of the number of packets in the file, and the duration of the cell change varies from 1-3 seconds.

· Congestion loss: A two-state Markov chain is used to simulate congestion loss, where the first state corresponds to an uncongested state and the second state corresponds to a congested state.  The transition probabilities between states and the percentage of random loss when in the congested state are described for each simulation.

· Unavailable UE loss: A two-state Markov chain is used to simulate a UE that intermittently is unavailable for reception, where the first state corresponds to an available state and the second state corresponds to an unavailable state.  The transition probabilities between states are described for each simulation.

The overall loss is the combination of these losses in each simulation.

3. Description of simulations

In this section we present the different simulations for which the comparisons are made, and we make the comparisons described in [2] between the Raptor codes described in [1] and a data carousel delivery.

3.1. Basic Simulations

Simulation A:

UTRAN, 100 KB source file, 64 Kbps sending rate

Link PDU loss – random 1%

Cell change loss – 1 second outage on average each 15 seconds on average

Resulting average SDU link loss: 2.1%

Resulting average SDU link + cell change loss: 6.9%

Simulation B:

UTRAN, 100 KB source file, 64 Kbps sending rate

Link PDU loss – random 10%

Cell change loss – 3 seconds outage on average each 17 seconds on average

Resulting average SDU link loss: 20.5%

Resulting average SDU link + cell change loss: 30.2%

Simulation C:

GERAN, 100 KB source file, 16 Kbps rate

Link PDU loss – random 0.1%

Cell change loss – 1 second outage on average each 60 seconds on average

Resulting average SDU link loss: 2.3%

Resulting average SDU link + cell change loss: 3.4%

Simulation D:

GERAN, 100 KB source file, 16 Kbps rate

Link PDU loss – random 1%

Cell change loss – 3 seconds outage on average each 60 seconds on average

Resulting average SDU link loss: 20.4%

Resulting average SDU link + cell change loss: 23.2%

Simulation E:

UTRAN, 3 MB source file, 64 Kbps rate

Link PDU loss – random 1%

Cell change loss – 1 second outage on average each 7 minutes on average

Resulting average SDU link loss: 2.2%

Resulting average SDU link + cell change loss: 2.4%

Simulation F:

UTRAN, 3 MB source file, 64 Kbps rate

Link PDU loss – random 10%

Cell change loss – 3 seconds outage on average each 7 minutes on average

Resulting average SDU link loss: 20.5%

Resulting average SDU link + cell change loss: 21.1%

Simulation G:

GERAN, 3 MB source file, 16 Kbps rate

Link PDU loss – random 0.1%

Cell change loss – 1 second outage on average each 28 minutes on average

Resulting average SDU link loss: 2.2%

Resulting average SDU link + cell change loss: 2.3%

Simulation H:

GERAN, 3 MB source file, 16 Kbps rate

Link PDU loss – random 1%

Cell change loss – 3 seconds outage on average each 28 minutes on average

Resulting average SDU link loss: 20.4%

Resulting average SDU link + cell change loss: 20.5%
3.2. Simulations with congestion and UE unavailable loss

Simulation I – In addition to the losses from Simulation A:

Cell congestion loss – 20% random loss for 3 seconds on average each 10 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 11.9%
Simulation J – In addition to the losses from Simulation B:

Cell congestion loss – 70% random loss for 5 seconds on average each 10 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 55.4%

Simulation K – In addition to the losses from Simulation C:

Cell congestion loss – 20% random loss for 3 seconds on average each 10 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 10.1%

Simulation L – In addition to the losses from Simulation D:

Cell congestion loss – 70% random loss for 5 seconds on average each 10 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 50.7%

Simulation M – In addition to the losses from Simulation E:

Cell congestion loss – 20% random loss for 30 seconds on average each 100 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 3.3%

Simulation N – In addition to the losses from Simulation F:

Cell congestion loss – 70% random loss for 50 seconds on average each 100 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 49.4%

Simulation O – In addition to the losses from Simulation G:

Cell congestion loss – 20% random loss for 30 seconds on average each 100 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 9.2%

Simulation P – In addition to the losses from Simulation H:

Cell congestion loss – 70% random loss for 50 seconds on average each 100 seconds on average

Resulting average SDU link + cell change + cell congestion loss: 49.1%
Simulation Q – In addition to the losses from Simulation M:

UE unavailable loss – 15 seconds unavailable on average out of 5 minutes on average

Resulting average SDU link + cell change + cell congestion + UE unavailable loss: 8.2%

Simulation R – In addition to the losses from Simulation N:

UE unavailable loss – 1 minute unavailable on average out of 5 minutes on average

Resulting average SDU link + cell change + cell congestion + UE unavailable loss: 59.6%
4. Simulation results

For each simulation the results are produced as follows. A long SDU packet loss sequence is generated using the methodology described in Section 2 and using the particular parameter settings described in Section 3 for each simulation; the sequence is approximately 1,000,000 in length for the 100 KB source file simulations and approximately 10,000,000 in length for the 3 MB source file simulations.  Then, 1,000 UEs are simulated, where the ith UE is started in the SDU packet loss sequence at position i*1,000 in the sequence for the 100 KB source file simulations and at position i*10,000 in the sequence for the 3 MB source file.  The distance between the start positions of consecutive UEs in the sequence is chosen so that each UE is largely processing non-overlapping portions of the SDU packet loss sequence, but there is also some overlap between a few consecutive UEs in some of the simulations.  However, the overlaps are not large, and overall in all of the simulations the experiences of different UEs in each simulation are largely independent.  Exactly the same SDU packet loss sequence, the same number of UEs and same starting positions in the sequence for the UEs is used for both the Raptor codes and for the Carousel results

Table 1 reports the 0.10th , 50th, 75th, 90th, 95th, and 100th percentile of the 1,000 UEs for both Raptor codes and Carousel of the reception overhead. Recall that the reception overhead for a UE is measured as the total number of SDUs received before the source file is recovered minus the number of SDUs in the source file divided by the number of SDUs in the source file.  For example, if a UE receives 300 SDUs before recovering the 100 KB source file that is 200 SDUs in length, then the reception overhead for that UE is 0.50. The Raptor code reception overhead was determined by the measurements reported in [1].

Table 2 reports 0th, 50th, 75th, 90th, 95th, and 100th percentile of the 1,000 UEs for both Raptor codes and Carousel of the t/f ratio, where t transmission time until a UE has received the complete source file measured from when it started trying to receive in the SDU packet loss sequence, and where f is the time it takes to transmit the number of SDUs in the source file, which is the minimal transmission time possible if there is no loss. For example, if the UE takes t = 21 minutes to receive the 3 MB file in a UTRAN transmission at 64 Kbps, then since f = 7 minutes, the t/f ratio is 3.

Other values mentioned in [2] can be derived from these two tables.  For example, the total transmission volume can be derived from Table 2 as (t/f)*(556/512)*(source file size).  The total relative FEC overhead can be computed as 100%*((total transmission volume/source file size)-1).

For Raptor codes all received SDUs are essentially useful for recovering the source file.  The only source of wastage for Raptor codes is the small reception overhead (0.03 for the 100 KB source file, 0.02 for the 3 MB source file).  For Carousel, the discarded SDUs can be computed from Table 1 as (reception overhead * number of SDUs in source file).  For example, for the 3 MB source file the number of SDUs in the source file is 6,144, and thus if the reception overhead is 1.91 then 11,735 SDU packets are received that are redundant.

	Simulation
	Method
	0.10%
	50%
	75%
	90%
	95%
	100%

	A
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.00
	0.74
	0.93
	1.49
	1.70
	3.35

	B
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.62
	2.02
	2.54
	3.07
	3.39
	6.15

	C
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.00
	0.84
	0.92
	1.41
	1.66
	2.43

	D
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.69
	1.99
	2.51
	3.00
	3.50
	5.20

	E
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	0.83
	1.64
	1.83
	1.91
	2.16
	3.47

	F
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	2.53
	3.66
	4.10
	4.60
	5.12
	6.89

	G
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	0.93
	1.75
	1.87
	1.93
	2.37
	3.48

	H
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	2.33
	3.68
	4.18
	4.54
	5.08
	6.94

	I
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.00
	1.21
	1.59
	2.08
	2.37
	4.55

	J
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.64
	2.88
	3.55
	4.32
	4.82
	7.48

	K
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	0.44
	1.39
	1.63
	2.14
	2.41
	3.83

	L
	Raptor
	0.03
	0.03
	0.03
	0.03
	0.03
	0.03

	
	Carousel
	1.45
	3.03
	3.67
	4.35
	4.88
	7.99

	M
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	0.91
	1.78
	1.88
	2.37
	2.65
	3.69

	N
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	3.35
	5.28
	5.96
	6.62
	7.05
	8.66

	O
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	1.50
	2.56
	2.92
	3.38
	3.53
	5.73

	P
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	3.36
	5.50
	6.18
	6.92
	7.44
	9.88

	Q
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	0.93
	2.03
	2.44
	2.76
	3.26
	4.51

	R
	Raptor
	0.02
	0.02
	0.02
	0.02
	0.02
	0.02

	
	Carousel
	3.50
	5.63
	6.35
	7.18
	7.64
	11.62


Table 1 – Reception overheads for Raptor codes and Carousel

	Simulation
	Method
	0.10%
	50%
	75%
	90%
	95%
	100%

	A
	Raptor
	1.03
	1.08
	1.15
	1.22
	1.28
	1.61

	
	Carousel
	1.00
	1.87
	2.10
	2.75
	2.97
	4.81

	B
	Raptor
	1.13
	1.42
	1.64
	1.90
	2.09
	3.55

	
	Carousel
	1.98
	4.33
	5.23
	6.04
	6.68
	9.87

	C
	Raptor
	1.03
	1.06
	1.08
	1.10
	1.11
	1.20

	
	Carousel
	1.00
	1.91
	1.99
	2.53
	2.77
	3.73

	D
	Raptor
	1.19
	1.33
	1.40
	1.46
	1.50
	1.87

	
	Carousel
	2.02
	3.91
	4.59
	5.31
	5.86
	8.50

	E
	Raptor
	1.03
	1.04
	1.05
	1.05
	1.05
	1.07

	
	Carousel
	1.87
	2.70
	2.91
	2.99
	3.25
	4.59

	F
	Raptor
	1.26
	1.29
	1.30
	1.31
	1.32
	1.35

	
	Carousel
	4.48
	5.90
	6.47
	7.08
	7.76
	9.98

	G
	Raptor
	1.04
	1.04
	1.05
	1.05
	1.05
	1.05

	
	Carousel
	1.98
	2.81
	2.94
	3.00
	3.45
	4.58

	H
	Raptor
	1.26
	1.28
	1.29
	1.29
	1.30
	1.31

	
	Carousel
	4.18
	5.88
	6.52
	6.97
	7.64
	9.97

	I
	Raptor
	1.03
	1.15
	1.23
	1.31
	1.37
	1.72

	
	Carousel
	1.00
	2.53
	2.96
	3.67
	3.94
	6.59

	J
	Raptor
	1.25
	2.34
	2.79
	3.21
	3.58
	4.94

	
	Carousel
	3.02
	8.75
	10.74
	12.52
	13.81
	21.23

	K
	Raptor
	1.05
	1.15
	1.18
	1.21
	1.23
	1.34

	
	Carousel
	1.50
	2.66
	2.94
	3.57
	3.83
	5.23

	L
	Raptor
	1.37
	2.10
	2.26
	2.44
	2.55
	3.06

	
	Carousel
	4.36
	8.25
	9.59
	11.15
	12.35
	18.80

	M
	Raptor
	1.04
	1.05
	1.05
	1.07
	1.07
	1.08

	
	Carousel
	1.97
	2.88
	2.98
	3.50
	3.78
	4.84

	N
	Raptor
	1.40
	2.00
	2.14
	2.27
	2.34
	2.65

	
	Carousel
	7.86
	12.41
	13.91
	15.41
	16.45
	19.70

	O
	Raptor
	1.08
	1.12
	1.13
	1.14
	1.15
	1.17

	
	Carousel
	2.73
	3.92
	4.31
	4.84
	4.97
	7.41

	P
	Raptor
	1.64
	2.00
	2.09
	2.17
	2.23
	2.42

	
	Carousel
	8.44
	12.78
	14.12
	15.62
	16.67
	20.95

	Q
	Raptor
	1.04
	1.11
	1.16
	1.20
	1.24
	1.39

	
	Carousel
	2.00
	3.30
	3.80
	4.19
	4.74
	6.56

	R
	Raptor
	1.51
	2.41
	2.75
	3.02
	3.20
	4.27

	
	Carousel
	9.85
	16.46
	18.50
	20.59
	21.76
	31.32


Table 2 – Transmission ratios for Raptor codes and Carousel

Figures 1 through 9 show the transmission overhead for Raptor codes and Carousel for the simulations.  The x-axis in each of these figures is the transmission overhead t/f – 1, and the y-axis shows the percentage of the UEs for that simulation that experienced a transmission overhead greater than the corresponding x-axis value.  Thus, for example in left half of Figure 1 corresponding to Simulation A, with Raptor codes approximately 1.5% of the 1,000 UEs in the simulation experienced a transmission overhead of more than 0.4, whereas using Carousel approximately 83% of the UEs in the simulation experience a transmission overhead of more than 0.4.

The duration of the transmission session was not limited in the simulations. In each case the file delivery to all 1,000 UEs was allowed to run to completion.  However, one can easily derive the percent of UEs that would not be able to recover the source file for a fixed duration session simply by truncating the results in the figures at the appropriate transmission overhead value.
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Figure 1 – UTRAN, 100 KB source file (A & B)
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Figure 2 – GERAN, 100 KB source file (C & D)
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Figure 3 – UTRAN, 3 MB source file (E & F)
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Figure 4 – GERAN, 3 MB source file (G & H)
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Figure 5 – UTRAN, 100 KB source file (I & J)
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Figure 6 – GERAN, 100 KB source file (K & L)
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Figure 7 – UTRAN, 3 MB source file (M & N)
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Figure 8 – GERAN, 3 MB source file (O & P)
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Figure 9 – UTRAN, 3 MB source file (Q & R)

The percentage of post-recovery useful data for Raptor codes is an interesting concept, since all encoding packets that are received by a UE are equally useful in recovering the source file, and thus all encoding packets received by a UE are useful data.  Even if the UE cannot recover any of the source file from the encoding packets it has received so far, it still can combine those received encoding packets with any subsequently received encoding packets and recover the source file from a number of encoding packets in total equal to (number of SDUs in source file)*(1 + reception overhead).  Since the reception overhead for Raptor codes is tiny and independent of packet loss patterns, this means that essentially all encoding packets received by a UE can be eventually used to efficiently recover the original source file.  For example, consider delivering a 3 MB source file that is 6,144 SDUs in length.  Suppose that when the MBMS file delivery session ends a UE has received 5,000 encoding packets. If the UE collects an additional 6,144*1.02 - 5,000 = 1,267 encoding packets, for example from a make-up sender in a HTTP session, then the UE is able to recover the entire source file.

Similarly, the post-session residual data loss for an entire file is also different for Raptor codes than for other codes.  Even if the UE is not able to recover the source file from encoding packets received in the MBMS file delivery session, all encoding packets received in the session can be used to efficiently recover the source file in combination with subsequently received encoding packets from any other sender, and thus there is no post-session residual data loss.

5. Conclusions

Simulation results for Raptor codes using a moderate number of packet loss sequences that characterize some of the potential loss conditions that may be encountered in practice have been provided for both UTRAN and GERAN networks.  It is hard to know a priori all of the different loss conditions and types of applications that may be deployed with the MBMS file download service.   Raptor codes have the property that they will provide close to optimal performance independent of the packet loss and UE availability conditions and types of service to be provided in the future with the MBMS file download service, and thus Raptor codes are a good choice to ensure that there are no negative surprises in future deployments of the MBMS file download service. 
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