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1 Introduction

This contribution provides the reasoning for Nokia’s AVC proposal (S4-030869). The contribution follows the structure of S4-030869 but does not repeat the technical proposal but rather discusses only the rationale of S4-030869. The following titles are discussed in section 2 to 6 respectively: AVC profiles, AVC levels, RTP packetization, file format, and other features. This document summarizes our reasoning, whereas certain topics are analyzed more thoroughly in Annexes of this contribution and in the given reference documents. See sections 7 and 8 of this document for lists of Annexes and references.

2 AVC Profiles

2.1 AVC as Default or Optional Codec

As far as we know, issues affecting SA4’s decision whether to take AVC as default or optional codec in the services include:

· Compression efficiency. Demonstrated in Nokia’s submission for video codec qualification criteria (S4-030739).

· Decoding resource consumption. Demonstrated in Nokia’s submission for video codec qualification criteria (S4-030739). Decoding takes roughly double the cycles compared to H.263 Baseline / MPEG-4 Visual Simple Profile.

· Encoding resource consumption. In order to become a default codec in services requiring real-time encoding, it would be good to demonstrate encoding with a reasonable computational budget and a significant improvement in quality compared to H.263 / MPEG-4 Visual Simple Profile. We provide updated results of low-complexity encoding in Annex A of this contribution. It is estimated that 15-Hz QCIF encoding can be achieved with a 200-MHz general-purpose processor (such as ARM) and 15-Hz sub-QCIF encoding with a 100-MHz processor. Thus, AVC encoding is feasible with today’s processors in mobile phones.

Based on the material and evidence mentioned above, we think that AVC is technically mature to become a default codec in 3GPP services. Making the AVC decoding mandatory in the targeted 3GPP services allows the utilization of a state-of-the-art technology and gives a strong message to the market that AVC is the recommended technology. Usage of AVC improves the video quality in the targeted 3GPP services substantially compared to earlier video coding standards.

However, we realize that other issues, such as interoperability with earlier 3GPP Releases and codec licensing situation, play a role in SA4’s decision in the default vs. optional question. 

2.2 AVC Baseline vs. Intersection of Baseline and Main

2.2.1 Resource Consumption of Baseline Profile

ASO and FMO tools of the AVC Baseline profile have been claimed to increase computational complexity and amount of memory accesses (memory bandwidth) due to complications with the deblocking loop filter. If ASO and FMO are not in use or if deblocking filtering is disabled across slice edges, filtering can be done immediately after decoding of each macroblock (herein, macroblock-based filtering). If ASO or FMO is in use and deblocking filtering is enabled across slice edges, filtering must be done after reconstruction of all sample values of a picture (herein, picture-based filtering). 

We implemented both macroblock-based filtering and picture-based filtering and measured the performance with Armulator. It was found that a decoder with picture-based filtering operates faster than a decoder with macroblock-based filtering in terms of cycles per second. 
We also analyzed the memory bandwidth requirements by taking 15 Hz QCIF content as an example. It was found that transferring the reference blocks for motion compensation takes the majority of the memory bandwidth. We came to the conclusion that a decoder with a macroblock-based loopfilter requires 22% less peak memory bandwidth for transferring pixel data compared to a decoder with a frame-based filter.

A detailed test report is given in Annex B of this contribution.

In conclusion, we found that ASO’s and FMO’s impact on computational complexity is non-existing and the impact on memory bandwidth is minor. Thus, in our opinion, computational complexity and memory usage do not justify exclusion of ASO and FMO from 3GPP Rel-6 services.

2.2.2 Usage Scenarios for FMO

The following benefits have been reported for FMO:

Improved error concealment. When checkerboard type of slice group allocation is used, a lost slice contains macroblocks whose spatially adjacent neighbor macroblocks reside in other slices. Thanks to spatially close neighbors, error concealment is likely to succeed better than with raster-scan-ordered slices. Simulation results over fixed IP networks comparing FMO with the other error resilience tools of AVC have been presented in [1] and [2]. These results slightly favor FMO over the other tools. However, it is worth noting that the error concealment algorithm that was in use in these experiments [3] does not take edge continuity into account to a sufficient amount. Improved error concealment algorithms, such as [4], are bound to improve the error concealment results for checkboard FMO.

Extraction of regions of interest and their unequal coding and protection. Regions of interest, such as faces, can be coded with a finer quantizer than the rest of the picture. When the regions of interest form their own slice group, they can be packetized separately from and protected better than the rest of the picture data. Coding regions of interest as slice groups is included in the isolated regions technique presented in [5]. A draft version of the paper is included as Annex C of this contribution. The results presented in [5] and its references show a clear benefit in favor of FMO.

Gradual decoding refresh. Correct picture content can also be recovered gradually within a range of pictures starting from a non-intra random access point. The isolated regions technique [5] provides an efficient way to achieve gradual decoding refresh with AVC. The simulations presented in [5] and [6] reveal that the isolated regions technique outperforms intra-picture-based random access points in error-prone network conditions. It is also shown that the isolated regions technique is more flexible and suits packet-based transmission better compared to progressively located intra-coded slices.

Improved intra macroblock refresh. It is shown in [5] and [7] that isolated regions are also a sufficient intra macroblock refresh method for error resilience and when combined with a loss-aware rate-distortion optimized (LA-RDO) macroblock mode selection, it always outperforms the LA-RDO macroblock mode selection alone in error-prone conditions in terms of average PSNR. 

2.2.3 Usage Scenarios for Redundant Slices

Redundant slices provide a mechanism to protect important pictures or parts of pictures unequally. One or more redundant coded pictures may be coded per each primary coded picture. A redundant picture may not contain all the macroblocks of the picture area. A redundant coded picture is typically a different coded representation of the same picture contents than the corresponding primary coded picture. For example, the reference pictures for inter prediction may be different. The use of redundant coded pictures have been demonstrated in [8] (a draft also included as Annex D of this contribution), which shows that redundant pictures improve error resilience compared to intra macroblock refresh.

2.3 Extended Profile

The Extended profile has at least following benefits compared to the Baseline profile:

Flexible bitstream switching for rate adaptation. SP pictures provide seamless switching points without the high bitrate overhead caused by intra pictures that are conventionally used for stream switching and without mismatch propagation that has conventionally prevented stream switching at predicted pictures. See [9] for a more thorough description and simulation results.

Flexible amount of error resilience. If a slice is coded in two versions: an SP slice and an SI slice, a unicast streaming server can decide which version to transmit based on the prevailing network conditions. In “bad” conditions SI slices are sent to refresh picture and stop error propagation more often compared to SI slice sending rate in “good” conditions. Furthermore, an SI or SP picture can be used as a redundant coded picture to provide a decoded picture that is exactly the same as the decoded primary picture. See [9] for a more thorough description and simulation results.

Data partitioning for unequal error protection. Data partitioning is included in H.263 and MPEG-4 Visual as one of the tools for error resilience. However, as far as we know there is no conclusive report on the merits of data partitioning with AVC.

Improved compression efficiency. The simulations presented in [10] (Annex E of this contribution) and the full-blown results given in Annex F of this document reveal that B pictures typically provide 5-20% improvement in compression efficiency compared to AVC Baseline.
2.4 Profiles for Services

2.4.1 PSS

The use FMO/ASO/redundant slices is justified, because even though RLC/RLP layer retransmission provides an efficient way to correct errors occurring in radio link in case of PSS, losses may happen in other parts of the network especially if the content server resides in the public Internet. Thus, all available error resilience means are beneficial.

The improved stream switching capability and compression efficiency of the Extended profile justify its inclusion in PSS.

2.4.2 MMS

We propose that the encoders for MMS shall produce bitstreams that are compliant with the AVC Main profile. In other words, the value of the constraint_set1_flag shall be 1 in all the sequence parameter sets of the bitstreams produced by encoders for MMS. There are two main reasons for this limitation:

1. The coding tools in the Baseline profile that the MMS encoders are not allowed to use are mainly meant for error resilience. Conventional reliable transport of multimedia messages and streaming of multimedia messages downlink are either totally or largely error-free, and therefore the excluded tools do not play a big role in video quality in MMS.

2. We expect that most consumer electronics devices such as set-top boxes and DVDs implement AVC Main profile in the future. It is desirable that multimedia messages could be transferred and played back in these devices. Constraining the Baseline bitstreams to be compatible with the Main profile allows this.

2.4.3 Packet Switched Conversational

No RLC/RLP layer retransmission is used, and thus the radio link is susceptible to errors and the use of FMO/ASO/redundant slices is justified. 

To minimize coding delay, encoders for PS conversational service shall produce Baseline bistreams in which the decoding order of pictures shall be the same as their output order. The num_reorder_frames syntax element shall be present in each sequence parameter set and the value of num_reorder_frames syntax element shall be equal to 0. This requirement minimizes the DPB buffering delay and ensures that decoders in the conversational service can output directly onto the screen.
2.4.4 MBMS

To avoid a multi-year burden of legacy codec support in MBMS capable terminals, we propose AVC Baseline as the default video codec. To allow usage of existing H.263 Baseline and MPEG-4 Visual Simple Profile content, we propose H.263 Baseline and MPEG-4 Visual Simple Profile as optional codecs for MBMS.

MBMS bearer bitrates are likely to be low (lower than for PSS to achieve a similar residual error rate). Therefore, a high video compression efficiency is needed to achieve a similar visual quality compared to PSS. It is likely that end-users expect a similar service quality in MBMS compared to PSS.

3 AVC Levels

We propose that the upcoming 128-kbps 15-Hz QCIF level and the existing level 1 must be supported by all AVC decoders for targeted 3GPP services. All other levels can be optionally supported.

We showed in [11] that the decoding complexity in cycle count for 128 kbps streams increases by less than 20% compared to 64 kbps streams. We think that the improved quality of content with high motion and detailed texture justifies such a moderate computational complexity increase. 

4 RTP Packetization

The draft RTP payload format for AVC includes three packetization modes: the single NAL unit mode, the non-interleaved mode, and the interleaved mode.  The single NAL unit mode is targeted for conversational systems that comply with ITU-T Recommendation H.241.  The non-interleaved mode is targeted for conversational systems that may not comply with ITU-T Recommendation H.241.  In the non-interleaved mode NAL units are transmitted in NAL unit decoding order.  The interleaved mode is targeted for systems that do not require very low end-to-end latency.  The interleaved mode allows transmission of NAL units out of NAL unit decoding order.  According to the draft RTP payload format for AVC the implementation of the single NAL unit mode, non-interleaved mode, and interleaved mode is required, recommended, and optional respectively.

4.1 Motivation to Mandate a Packetization Mode That Is Optional in the RTP Payload Format

When a stream is encoded and stored to a server prior to its transmission, the encoder and file format composer make assumptions on the packetization of the stream for transport. For example, hint tracks are created for a particular type of transport. Moreover, SEI messages may not be created if it is known that they create a significant packetization overhead (related to the single NAL unit mode). Thus, to allow the encoder and file format composer to make these assumptions safely and to utilize the technical benefits (listed below) of the non-interleaved and interleaved packetization modes, we propose that 3GPP terminals must support the optional packetization modes in the reception end as described in [12].

4.2 Motivation to Mandate Non-Interleaved Packetization Mode

The main reason for using the non-interleaved packetization mode instead of the single NAL unit mode is decrease of overhead when carrying NAL units of relatively small size. Sequence and picture parameter sets and supplemental enhancement information (SEI) NAL units are typically from few bytes to few tens of bytes. Several SEI NAL units may be carried per each picture. Due to the relatively large size of an uncompressed RTP/UDP/IP header, the bitrate overhead of carrying small NAL units in their own single NAL unit packets is significant. Moreover, the non-interleaved mode brings a very minor implementation burden. Therefore, we do not see an argument to exclude the non-interleaved packetization mode from the mandatory packetization modes of AVC in 3GPP services. 

4.3 Motivation to Mandate Interleaved Packetization Mode

The following reasons justify the interleaved packetization mode:

1) Significant bitrate savings in low bitrates. In low bitrates (< 64 kbps), the average picture size of P pictures is such small that more than one picture can fit into one normal-size IP packet (from 500 to 1400 bytes of RTP payload). Bitrate savings of more than 10% are expected based on the theoretical calculation included in Annex G of this contribution. The interleaved packetization mode includes multi-time aggregation packets (MTAPs) that allow packetization of NAL units from multiple pictures to one packet.

2) Significant quality improvement thanks to rate-distortion-optimized packet scheduling. 

Rate-distortion optimized packet scheduling has been studied during the recent years [13]
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[15] with successful results reporting improvements up to several decibels in average PSNR. A good review of the topic is given in [13]. The key idea is to transmit the most important media data earlier than its decoding order would require in order to give more time for potentially retransmitting such important data in case of data loss. The decision in which order and times the media packets are transmitted or retransmitted is controlled by rate-distortion-optimized means. 

Rate-distortion-optimized packet scheduling requires that the coded bitstream can be divided into portions of different importance. This can be achieved with scalable coding or by giving a lower priority to predicted frames that are closer to the end of a group of pictures. It is shown in Annexes E and F that temporally scalable coding with all profiles of AVC is beneficial from compression efficiency point of view. Thus, AVC suits perfectly rate-distortion-optimized packet scheduling. 

Rate-distortion-optimized packet scheduling cannot be implemented without the interleaved packetization mode. RTP sequence number signals the transmission order of packets. When the transmission order is the same as the decoding order, RTP sequence number can be used to verify that the received data is in correct decoding order. However, sending data out of RTP sequence number order is disallowed in RTP. The interleaved packetization mode allows sending data out of decoding order and provides means to recover the correct decoding order in the receiver. Thus, rate-distortion-optimized packet scheduling can be used to transmit important packets earlier than their decoding time indicates. See section 11 of the draft RTP payload format [12] for an easy example of robust packet scheduling implemented with the AVC RTP payload format.

3) Improved error concealment. 

One way to construct relatively large packets and maintain possibilities for successful loss concealment is to construct MTAPs that contain slices from several pictures in an interleaved manner.  An MTAP should not contain spatially adjacent slices from the same picture or spatially overlapping slices from any picture.  If a packet is lost, it is likely that a lost slice is surrounded by spatially adjacent slices of the same picture and spatially corresponding slices of the temporally previous and succeeding pictures.  Consequently, concealment of the lost slice is likely to succeed relatively well.  Results have been provided in [16]. See section 11 of the draft RTP payload format [12] for an illustrated example of this multi-picture slice interleaving technique.

5 File Format

Our proposal for the AVC file format support is self-explanatory.

Regarding the Panasonic proposal (S4-040046) to discourage the use of sub-sequence boxes in MMS, we would like to take an opposite view based on the following facts. It is shown in Annexes E and F that temporally scalable AVC Baseline bitstreams have 4 to 10 % bitrate savings compared to non-scalable bitstreams (QCIF 15 Hz). Yet, scalability can be utilized in MMS servers to adapt a message to a certain size (in bytes) or a certain receiver capability (e.g. video coding level). Moreover, if a message is streamed from the MMS server to the receiver, temporal scalability is a way to adjust the transmitted bitrate according to the prevailing network throughput. It is also shown in Annexes E and F that sub-sequences provide similar compression efficiency compared to bitstreams with non-reference pictures and increase the share of discardable bitrate (i.e., improve the flexibility for bitrate scaling). Thus, sub-sequences both increase compression efficiency and improve possibilities for message adaptation. Therefore, rather than discouraging the use of sub-sequences in MMS, their use should be recommended in MMS.

6 Other Features

6.1 Introduction to Supplemental Enhancement Information

AVC supplemental enhancement information (SEI) messages assist in processes related to decoding, display or other purposes. However, SEI messages are not required for constructing the luma or chroma samples by the decoding process. Decoders conforming to the AVC standard are not required to process SEI messages for output order conformance. SEI messages are included in the AVC standard to allow system specifications, such as the targeted 3GPP multimedia specifications ISMA specifications, and DVB specifications, to interpret the supplemental information exactly the same way (and hence interoperate). Encoders are required to follow the AVC standard when they create SEI messages. It is intended that system specifications can require the use of particular SEI messages both in encoding end and in decoding end. Regardless of mandated use of any SEI messages, the bitstream still remains to be compatible with the AVC standard.

6.2 Recovery Point SEI Message

We propose that the decoding process for the recovery point SEI message is mandated (as specified in S4-030631 and S4-030869) in 3GPP services due to the following reasons. 

1) Streamable and locally stored content typically contain regular random access points to enable fast forward, fast backward, seeking, and random access. Without a mandatory decoding process for the recovery point SEI message encoders cannot trust that decoders are able to start decoding from the indicated non-IDR random access points. Thus, encoders must code random access points as IDR pictures. It is shown in [5] and [6] that intra/IDR pictures may not be optimal for coding a random access point in an error-prone environment. Consequently, the perceived quality in the receiver may be decreased.

2) Use of “open GOPs” is a customary practice in today’s coding systems. It is shown in Annexes E and F of this document that temporal scalability in AVC Baseline improves compression efficiency compared to non-scalable bitstreams. If the recovery point SEI message is not mandated, open GOPs cannot be used with AVC and compression efficiency decreases.

3) If encoders/service providers used the recovery point SEI message to provide random access points and decoders were not able to start decoding from the indicated random access points, end-users would potentially perceive a long buffering period after accessing a stream randomly, because decoding could only start from the next IDR picture that do not have to occur frequently in the bitstream. Thus, mandating the processing of the recovery point SEI message is necessary to provide the same end-user experience for all PSS clients. 

4) Mandatory decoding process for the recovery point SEI message was adopted to ITU-T Recommendation H.241.

Annex H of this contribution provides a walkthrough of the random access techniques in AVC.
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