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1 Introduction

ETSI STQ Aurora Group polled ASR vendors for typical feature vector lengths and response time in their currently deployed ASR systems. See Appendix A for the text sent to ASR vendors in this poll.

2 Summary of Vendors' Responses

The following summarizes responses received from ASR vendors. Refer to the sections below for the complete text received from ASR vendors.

	Company Name
	Vector Length
	Simple Tasks (sec)
	Complex Tasks (sec)
	Comments

	IBM
	39 or 72. 
	0.8  
	1 to 3 
	· Block level or utterance level meta-AFE features are desired.

· <250 msec. AFE latency with no VAD info in DSR payload.

· 400 to 500 msec. AFE latency, if payload consists VAD information.

· VAD information on a separate control channel.

	Speechworks
	50 or 60
	.4 to .5 
	1.5 to 2 
	· AFE latency will not increase response time if VAD information is sent to server without AFE latency. 

	VerbalTek
	60
	0.7 
	1.5 to 2 
	· Barge-in at mobile is important.

· AFE delay can be masked by hangover time.

	NSC
	60
	0.8
	1.5 to 2
	· Hangover time contributes to most of the delay in response time.

· AFE latency of 250 msec. is acceptable.

	AT&T 
	--
	--
	2 to 3 
	· AT&T HMIHY system.

· Article by S. Boyce in Human Factors and Voice Interactive Systems book.

	Conversay
	60
	0.5
	0.5
	· Invokes multiple recognition for each chunk of active speech.

	Balentine
	--
	0.5
	1.5 to 2
	· Will send a note on turn taking to Aurora.


3 IBM Response

ETSI / Aurora: IBM Input on feature vector size and latency from ASR vendors 

Stéphane H. Maes, smaes@us.ibm.com
5/17/01

3.1 Question 1: Feature vector size

Answer: 
The size of the acoustic feature vector depends on the tasks. It typically varies between:

· 39 Dimensions: 

· 13 dimension cepstra (MFCC), delta and delta-delta; or 12 dimension ceptra + pitch and delta, delta-delta. 

· 72 Dimensions: 

· 24 dimensions (MFCC) + delta and delta-delta with similar pitch variations. 

Note that there may be difference between our definition of MFCC and other vendors/Aurora settings.

Note also that meta-information may be added to these vectors on a frame or block of frame basis (utterance etc…).

Typical examples include specific cepstral means or codebooks as well as transformation matrices (see for example [1,2,3]). This should be most probably taken that into account in any particular acoustic feature encoding scheme.

It is not sufficient to only support 60 dimensional acoustic feature vectors.

3.2 Question 2: Feature extraction algorithm latency

Answer: 
Typically, we do not want to have more than 0.8 s between the end of the user request and the system’s answer. 

Small vocabulary and LVCSR tasks include front-end computation, end-pointing speech decoding, as well as execution of the command and generation of the new prompt. The target 0.8s delay can be reached for these tasks.

When LVCSR systems are used within free flow dialog systems [4,5] or very complex grammars, longer delays are introduced. These systems involve parsing /NLU of the decoded text, dialog management with possible disambiguation through numerous backend roundtrips, possible execution of the query followed by NLG and prompt generation. The roundtrip between the backend and the dialog manager can easily become the dominant factor in distributed systems (with up to 10 roundtrips). On deployed complex telephony systems integrated with complex business logics, it can add up to 1s to 3s before the system answers. We believe that complex tasks are prime candidates for DSR deployments as motivated in [8].

The network transmission delay may sometimes be an additional non-negligible item on a data network.

Therefore, we consider that a acoustic front-end extraction and encoding algorithm delay time smaller than 250ms is acceptable. However, it is clearly desirable to minimize this item to optimize the user experience.

One solution is to appropriately combine RT-DSR with client-side barge-in and end-point detection (speech activity) information that can be transmitted in parallel to the DSR stream to the remote engines (from the client). This would reduce the delay introduced by end-pointing each utterance by the engine as voice activity detection (silence detection) at the end will interrupt processing and just wait for a long enough silence (~0.4s to 0.5s). Under these conditions, any algorithm delay smaller than ~400ms to 500ms would probably be acceptable.
Note that this last suggestion is satisfied by a streamed DSR that uses voice activity detection to suppress feature transmission. End-point information should be transmitted in a separate (control) channel. It is a protocol requirement rather than a encoder feature [8].
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4 Speechworks Response

1) Feature Vector length : For SpeechWorks, a feature vector length of either 50 or 60 is fine.

2) Response time ASR services : In typical Voice Portal applications, we have seen a response time of around 500 to 750 msec. Adding a 250 msec algorithmic delay to the frontend will make this 750 to 1000 msec., assuming there are no network delays. While this is not disastrous, we feel that the response time should be under 1 sec. for optimal user experience. Of course, it may be worth slight increases in response time in order to get noticeable gains in speech recognition accuracy.

In current implementations, the response time depends mainly on hangover time (the silence duration recognizer has to wait to make sure user has stopped speaking) and database access after recognition is made. Typical hangover times are around 400 to 500 msec for simple grammars, and as much as 1.5 or 2 seconds for more complex grammars (since users may pause for longer periods). Since Aurora group is recommending a speech activity detector on the mobile, this information can be transmitted to the network without the delay encountered by DSR features. Then the algorithmic delay in the front-end proposals is not an issue, as long as it is less than the hangover time.  I have attached a figure to illustrate the point we are making. We would 

be glad to provide additional clarifications, if required. 

Regards,

Pris

--

Priscilla Walther  

Manager, Next Generation Products

SpeechWorks International  

695 Atlantic Ave

2nd Floor

Boston, MA  02111

USA

+1-617-428-4444

4.1 Definitions

Consider the following figure depicting various delays involved in arriving at a recognition answer by the DSR system. Below are the definitions used in the figure.

· TU : Utterance duration (e.g. "Pizza Hut").

· TI : Word Internal Silence (e.g. the silence duration between the words Pizza and Hut).

· TH : Hangover duration, for which the system listens to the user after end-of-speech has been detected. Typically TH has to be greater than or equal to TI. Otherwise, latter part of user's speech will be ignored by the system. This is around 500 msec. in most applications.

· TF : The algorithmic delay introduced by the feature extraction module on the mobile. TF = 250 msec?

·  TT : Transmission delay introduced by the network. What is this in packet-switched versus circuit-switched? 

· TB :  Backend Processing Delay introduced by the server. Most ASR servers start processing speech after speech activity has been detected. Consequently, TB can be very small. The recognition answer is available within TB after the hangover time TH.

· TA : Algorithmic delay for estimating speech activity. Beginning and end of user's utterance can be estimated within TA of the said event. Typically, TA can be in the 20 to 40 msec. range. Coarse end-pointing of the utterance is done on the mobile and only the features corresponding to user's speech are transmitted over the network. 

4.2 Current DSR Architecture

From the timeline entitled "Current Server Processing" in the figure, it can be seen that the recognition time is TF + TT + TH + TB. Here, TF + TT is the additional introduced by the DSR architecture, over TH + TB in a non-DSR architecture.  

Note that the begin and end of user's utterance are available on the mobile within TA units from the time user starts or stops speaking. This speech activity detection is used to transmit only non-silence features to the network. 

4.3 If Speech Activity is transmitted

Speech activity information can be transmitted along with the front-end features. This information is transmitted TF-TA units ahead of transmitting DSR features from the mobile to the network. Further, additional information required to perform fine speech activity detection at the server can also be transmitted (this is not shown in the figure) TF-TA units ahead of transmitting the DSR features. 

To highlight the benefits, compare the DSR architecture to a circuit-switched voice call in a speech enabled service. Assume that TB is zero (as it can be reduced to an arbitrarily small amount by increasing computational resources on the network). The best recognition time in a circuit-switched call is TH, as TA and TF are less than TH and all the information process an utterance is available at the server. 

In a DSR call, the best recognition time is TF + TT + TH according to the current scheme. It is  TA + TT + TH. if the information required to determine the end of speech is presented to the server, as described herein. This is true provided TF > TH, i.e. the feature extraction delay on the mobile is less than the hangover delay. As wireless networks evolve, TT in a data call would be comparable to that in a circuit switched voice call. Hence, the response time can be reduced from TF + TH to TA + TH, a savings of TF-TA units. The delay introduced due to feature extraction on the mobile is TA (few tens of milli seconds) instead TF (of a few hundreds of milliseconds).


5 VerbalTek Response

Hi Colleagues,

Here is VerbalTek's response to the survey on input feature size and latency:

> 1) What is the typical feature vector length in your network based ASR 

>  ….

We think that either 50 or 60 is OK. But if we had a choice, we would go with 60, to allow some room.

> 2) What is the typical latency of response when users access ASR services 

> …

For small vocabulary tasks, the total latency is expected to be less than 750ms, including the hangover delay. For large vocabulary tasks, the accpeted latency is around 1.5-2 seconds, depending on the average length of utterance for the vocabulary.

Of course, if you have an accurate VAD that has low-latency, you wouldn't have to worry too much about the algorithmic latency as much as the transmission delays over the network. 

VerbalTek believes that an adaptive and accurate VAD system at the client and server along with better barge-in features (which can reduce the overall perceived latency throughout the entire session) is of more importance than a fixed FE algorithmic delay that can be masked by the hangover time, or other latency factors. 

Cheers,

Yoon Kim, Ph.D.

Chief Scientist

VerbalTek, Inc.

2921 Copper Road

Santa Clara, CA 95051

408-524-4472

yoonie@verbaltek.com

--------------------------------------

6 NSC Response

Zeev M. Rannon

CTO

NSC - Natural Speech Communication Ltd.

33 Lazarov St., P.O.Box 5212,

Rishon Lezion 75150, Israel

Tel:    +972-3-9519779 ext. 208

Mobile: +972-54-454754

Fax:    +972-3-9519671

E-Mail: zeevr@nsc.co.il

Web:    www.nsc.co.il

1) What is the typical feature vector length in your network based ASR

….

>>>>>>>

60 seems to be a good selection with spare for additional features we can expect.

2) What is the typical latency of response when users access ASR services

…..

>>>>>>

The latency we allow in case of short utterances (e.g. 1-2 word sequences) is 0.8 Sec. In case of longer utterances, 1.5 - 2 seconds is tollerated. The delay is due to the required VAD hangover time. Our opinion is that a 250 msec algorithmic delay is accetable.

7 AT&T Response

Response from Candy Kamm ---------------------------------------

I  found some published data regarding your question. Boyce, S. Spoken Natural Language Dialog Systems:Interface Issues for the Future. In Human Factors and Voice Interactive Systems, D. Garnder-Bonneau (ed.), p. 37-61. She tested user acceptance of turntaking delay in one second intervals from 2 to 8 seconds and found that "most callers found delays of 2 to 3 seconds to be acceptable", and introducing a sound effect during the delay had no effect on the acceptability of a delay. So, she concludes that keeping the delay below 3 seconds is  important. (3 seconds seems long to me, but I know this author so I  believe the data.) So this would be better data to use than my rule of thumb.

--------------------------------------------------------------

8 Conversay Response

>1) What is the typical feature vector length in your network based ASR 

>…...

60 will be what we'd vote for. Ofcourse there is some lee-way there but allowing for more features will not hurt.

>2) What is the typical latency of response when users access ASR services 

>……

We'd like that to be 500ms in our applications (both small and large vocabulary). The reason we don't differentiate between the two scenarios is that we use a re-entrant network. At the end of 500ms we provide the system with an option to restart the search network. That way phrase restarts ("intel, intel corporation" for example) by users can be handled easily.

(Arvind confirmed that 500ms is the hangover time in their applications and represents the best case response time – hari garudadri).

Aravind Ganapathiraju

Speech Scientist

Conversational Computing Corp. (Conversay)

15375 NE 90th St., Redmond, WA 98052

Tel: 425-702-8886 x212

Email: aganapathiraju@conversay.com  

9 Appendix A: Text sent to ASR Vendors

Dear ASR vendor,

The ETSI / Aurora group is working on an advanced Distributed Speech Recognition (DSR) front-end. We would like your feedback on the following two questions. Please forward this email to the appropriate person in your company. Also, please include Aurora group (in Cc: list above) in your company's response.

1) What is the typical feature vector length in your network based ASR servers? We would like to limit the maximum feature vector size in the DSR proposals to 50 or 60. This vector will include all static and dynamic parameters (such as delta MFCC and double delta MFCC). We would like to make sure that the advanced DSR front-end will not preclude any currently available ASR servers on the network and allow some headroom for future enhancements.

2) What is the typical latency of response when users access ASR services on the network with a circuit switched voice call? Can you provide this information for (a) small vocabulary tasks (such as voice activated dialing,  voice portals with a few tens of active vocabulary words) and (b) large vocabulary tasks (such as stock quotes or other eCommerce applications) in your deployed applications? Your response will help us in defining reasonable limits on the algorithmic delay incurred on the mobile. Longer algorithmic delays could potentially result in more robust DSR front-ends, while shorter response times will ensure that user's experience is not compromised.

Notes :

i) Latency in question 2 is the time from the end of user's utterance to the time user hears feedback from the ASR application.

ii) Algorithmic delay refers to only front-end computation (acoustic analysis and derivatives computations), and thus does not include additional delays due to data transmission over the networks.

iii) Currently, maximum algorithmic delay for the proposals is set at 250 msec.

iv) We intend to recommend a "coarse end pointer" on the mobile as part of the DSR standard, so that only speech frames are transmitted to the back-end.

Thank you for your response,
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