3GPP TSG-SA WG4 Meeting #25
Tdoc S4 (03)0024

San Francisco, CA, USA, 20-24 January 2003
Agenda Item 7.6.2

Source:
Ericsson

Title:
End-to-End bit rate adaptation for PSS

Document for:
Discussion/Proposal

Agenda Item:


Introduction and background

When using streaming services over wireless networks there are several reasons why the available bit rate may change over time, e.g. handover, congestion. This is also true when running over any best-effort IP network, e.g. the Internet. 

There is need for mechanisms that allow a session to alter its bit rate. If the usable bit rate increase a streaming session will otherwise not be able to utilize this to increase the quality of the media. If the usable bit rate decreases, the effect depends on session bit rate. For UDP based transport the session will work fine until the available connection bit rate is equal to the sessions bit rate requirement. When the available bit rate becomes lower than the session bit rate the session will start experiencing packet losses and/or delay reducing the quality. If the available connection bit rate further decreases the session will soon experience packet loss rates that results in a receiver quality that is not usable. 

To be able to react to changes in connection bit rate the media streams need to be adapted to what is available. This paper describes an overall solution for how to handle bit rate adaptation for PSS. 

General Overview

This chapter tries to describe how bit rate adaptation works on a general level. How the different components can be defined is described in subsequent chapters. 
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Figure 1 – Network connections for a PSS client

A client is connected to a server either located in an operator’s service network or on the Internet. For this description the different locations has no impact on the functionality. There might be performance differences between server A and B, e.g. Server B will send its media and control data over a best effort network while a service network may offer QoS guarantees. 

The implications of this, is that the picture can be reduced to look like Figure 2. 
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Figure 2 - Simplified network scenario

A client and server connected by a best effort network. The performance of the network can only be measured by having the server send traffic to the client and let the client measure what it receives. Then the client can send either its measurements or the conclusion of the measurements to the server and let that adapt to the performance of the network. 

The goal of these measurements is to derive what rates it is possible to transmit with a sufficient quality. For some public best-effort networks, like the Internet, it is also important or required to transmit with congestion control so that ones flows is not unfair to other flows.

Media Adaptation

For a normal data transfer over TCP, the bit rate adaptation only effect the sending rate, which in the end influence the time to transfer the data from point A to point B. But for a streaming flow this is not possible. A reduction of sending rate without changing the media would result in consumption of data on the receiver side which is higher than the reception rate, resulting in buffer underrun on the receiver side. 

To work, the media flows must be changed before being sent by the server in such a way that the consumption rate is equal to the transmitting rate from the server. These changes can be performed in a couple of different ways:

· Removing of least necessary data packets in the media stream. Will not work for all medias and removale of too much data will result in a severe quality degradation.

· Encode the media at a different bit rate. This can give optimal quality performance for the encoded bit rate. Unless encoding is performed in real-time this has some limitations. Storing of many pre-encoded rates will utilize large resources on the server side, therefore a smaller number of discrete rates will often need to be sufficient.

To allow a server to handle adaptation in an efficient manor, content files for on-demand streaming needs to be produced containing multiple bit rates that can be used for bit rate adaptation. 

Server Initiated Adaptation

In end-to-end adaptation there are two entities, server and client, which can make the descision on how to adapt and when. This chapter describes the case of having the server making the decisions. 

There are several motivations why the server should be the responsible party for making the adaptation:

· Server is responsible for what it sends. In public best-effort networks this requirement results in need to implement congestion control algorithms and being fair to other data flows.

· Server has all the knowledge about the media. It knows what bit-rates that are possible to send, when it is most suitable to switch between different encodings.

· It has the knowledge of the exact sending pattern used. 

As presented in the general overview the server will need information about the reception of the transmitted data at the client. The basic information source for this will be the client’s RTCP receiver reports. 

The more information that is presented to the server the better descision can be made. However there is of course a trade off between the frequency of the reports and the amount of content in regards to how much bandwidth that can be used for feedback.  

A server driven solution can also be used without requiring the client to implement any extra functionality. As long as the media declaration is suitable for the client and all alternatives of adaptation falls within these parameters, a server can perform adaptation at any time. 

Client Initiated Adaptation

The other decision entity in an end-to-end bit rate adaptation solution can be the client. This solution uses the fact that the client is the one having the best observations of what the output of the network is. 

The advantage of knowing the reception pattern can’t be fully utilized unless information about the sending side is present. RTCP Sender reports give some information but a lot of details are missing. The server initiated advantages here are disadvantages for a client controlled switching. A significant bit rate would for example be required to signal the, media information of when it is possible to switch, available bit rates, etc, from the server to the client. This makes the client less suitable to make decisions on when to adapt to higher bit rates. 

This solution requires the both the client and server to implement adaptation before it can be used. 

A Combined Solution

Based on the reasoning from the above solutions it is suitable to make a distributed solution for how to adapt. This may minimize the amount of information required to be transported between client and server. The solution also gives good deployments possibilities by allowing for incremental improvements as more components become available. 

The server should be responsible for the adaptation and can also decide on the most suitable points to switch between different media encodings. This is specially important when switching from a lower to a higher bit rate versions. 

The client makes measurements on the reception and keeps track of its buffer levels. Based on this information the client can make rapid and correct decisions regarding when to adapt downwards to prevent buffer underruns. The client may also have direct indications that an upwards adaptation is possible. To allow the client to send requests for how the server should adapt, a signaling path must exist between client and server, preferable reliable.

The Server

From the previous reasoning one concludes that the server is responsible for adaptation. It can make decisions to adapt both up and down as a result of the feedback. Any request from the client to adapt down the stream should be followed. A request to adapt upwards in bit rate needs to be considered by the server and weighted against other feedback and information.

Recommended properties of a adaptation algorithm is:

· Robust, should not rapidly switch between adaptation points.

· Quick, especially in adaptation downwards to prevent buffer underruns.

Certain protocols and mechanisms need to be standardized to allow this solution to work on against all PSS REL-6 supporting servers. 

· Need to support the feedback formats specified. The basic format, RTCP receiver reports are already included in the standard. If any extra formats are to be supported to provide more detailed feedback they need to be specified. 

· For allowing clients to directly request adaptation, a format and how to signal this information needs to be specified. 

· To allow for exchange of content supporting adaptation with encodings in multiple bit rates between servers a standardized file format with the necessary extensions for bit rate switching, etc is needed. 

The Client 
The client side must send RTCP receiver reports to the server as a way of generating basic feedback information about the received packets. Further information sources can enable the server to make more rapid or good decision regarding the adaptation. However the cost of sending feedback must be weighted against the usefulness. Large feedback packets results in a significant lower reporting rate, the advantage of this information may be significant less and result in to late adaptation decisions. 

A client may have its own adaptation algorithm allowing it to send request for adaptation to the server. By sending such request a quicker feedback loop can be generated. The above described feedback will periodically send statistics. However if the algorithm decides on a need to adapt down the bit rate, such a request can be sent without delaying for the next scheduled reporting. 

To allow a client to make requests for alternatives it must know about what alternatives are available therefore the SDP extension allowing to specify alternatives needs to be supported. 

A mechanism for sending request to the server needs to be supported. This mechanism can benefit from reliable request transport, therefore RTSP over TCP seems to be a good carrier of these messages. 

Backwards compatibility

This solution can be used as soon as the server implements the adaptation functionality and suitable content is available. The reason is that all clients from first release of PSS (REL-4) supports sending of RTCP traffic. 

If the client also implements further feedback messages and request formats the performance can be improved, for example decision time, especially for downwards adaptation can be improved. 

Protocol Components

This chapter describes the impact on different protocol components part of the solution. 

SDP

The proposal for SDP alternatives added in REL-6 is used for several purposes in the adaptation solution. 

· The server can use a SDP declaration for a content to decide what alternative bit rates are available.

· The client can make a informed decision on what alternative to initially start the session on and then also what adaptation alternatives that are available. 

· The alternative identifiers are used to identify which alternatives that a client requests a server to adapt to. 

RTCP 

To allow for a server to get any basic feedback it is required that clients sends RTCP receiver reports. The reporting shall be performed during the whole lifetime of the session. 

To get better granularity for RTCP statistics at the server, client and sever is recommended to implement and use the RTP profile “Extended RTP Profile for RTCP-based Feedback (RTP/AVPF)” [1], work in progress, which removes the 5 second minimal interval. The important part of the above solution for these purposes is already recommended in chapter A.3.2.3 of TS 26.234 [2]. The format could also be used for detailed packet reception reports. 

Possible extensions, for improved server adaptation performance, to the feedback from client to server could be achieved by using the in IETF under development “RTCP Reporting Extensions” [3]. In this proposal the following information blocks are especially interesting:

· Complete packet loss reporting on the RTP packets.

· Timestamps of reception time for RTP packets.

· Improved Jitter statistics.

A Client’s algorithm may also benefit from the extended RTCP reports by allowing for Round Trip Time (RTT) measurements between client and server.

The clients buffer levels could be interested to share. However with clients possibility to request adaptation this might not be necessary and are also be implementation specific.  

RTSP

A RTSP header for carrying the request of which media alternatives is below proposed. In ABNF [4] is defined as below.

alt-header = “Alt-Request” “:” alt-id *(“,” alt-id)

alt-id = 1*DIGIT

The defined header can then be attached to PLAY, SET_PARAMETER, or OPTIONS request to the server. A single bitrate alternative from each media is included in the comma-separated list. In the response the server is RECOMMENDED to attach the header to indicate the alternatives actually used. 

The advantage is that another alternative grouping can be selected each time the user hits play or search in the media. When desiring to request an alternative grouping during playback one is required to issue a RTSP request to attach the header to. As the effect of the RTSP request itself is basically worthless except for session keep-alive one desires a request with little overhead. It is also have a semantics that match the intentions. Therefore the SET_PARAMETER request without a body is the best one. Since the implementation of this method is not mandatory, a fallback method is needed. In that case, OPTIONS is the only possible candidate. It will not change the RTSP session state, except for updating the keep-alive header. Unfortunately it has a bulkier response messages than SET_PARAMATER. The message will be approximately 100-200 bytes larger. 

Example using OPTIONS method for request:

OPTIONS rtsp://media.example.com/examples/3G_systems.3gp/ RTSP/1.0

CSeq: 4

User-Agent: PhonyClient 1.2

Session: jEs.EdXCSKpB

Alt-Request:2,5

Response:

RTSP/1.0 200 OK

CSeq: 4

Session: jEs.EdXCSKpB

Alt-Request:2,4

Public: OPTIONS, SETUP, PLAY, PAUSE, TEARDOWN 

Server: PhonyServer 1.0

In this example the clients request alternatives 2 and 5. However the server does not agree that the stream is possible to send. Therefore it responds with alternative 2 and 4.

Server File Format

To enable content to be used on servers from different vendors a standardized server file format is needed. To support adaptation in this file format the following requirements must be supported:

· Support storing and marking of multiple encodings in different bit rates of the same content.

· Marking the points in the bit streams where a switch can be performed between different bit rate alternatives with minimal quality impact.

· Possibility for server to understand which possibilities the file gives a server supporting adaptation. 

Streaming Initialization

The initialization of a streaming session will mostly been unaffected by the adaptation functionality. The extension to functionality is that a client can at the time of hitting play select what bit rate alternative it desires to have delivered at start of play out. With the SDP alternatives a client understanding them can select what alternatives it desires to start with. The initial alternative selection is made by using the corresponding SETUP URLs. 

With the addition of the adaptation request signaling from the client to the server, a client may select at time of sending a PLAY request to start the play-out using another rate then the one selected with SETUP. Reasons for desiring this may be that the PDP context activation resulted in that the request bit-rates where not available. 

Therefore a basic listing of the Initialization steps is:

1. The client requests (RTSP DESCRIBE) / retrieves (HTTP) a session description from the server.

2. The server responds with/delivers the SDP containing the alternative bit rates available.

3. The client selects the bit rate if finds most suitable from the given alternatives. 

4. The media streams are set up with RTSP. The selected alternative is made evident to the server by which control URLs that are used. 

5. Radio bearers are requested. If resources are reserved, guaranteed bit rate should be equal to selected bit rate alternative. 

6. The client starts the media delivery with a RTSP PLAY request. In case that the appropriate radio bearer was not received, a new alternative can be requested at this stage.
As seen the adaptation mechanism is not used in this setup phase unless the requested radio bearer parameters cannot be meet by the network. 

Adaptation Examples

In these examples there is a streaming session established, which then experience some network situation, either reducing or increasing the available bit rate. The examples try to explain the timing and what mechanism is used in the different situations.

Server Only Adaptation

In this scenario only the server implements the adaptation functionality. The client may for example be a REL-5 terminal that sends RTCP. As this client is unaware of the bit rate alternatives available for the content, it has set up the default alternative. 

1. The bit rate of the radio bearer is reduced to half due to radio congestion.

2. The client sends its periodic RTCP receiver report. However if this report comes very closely after the link change, the statistics may not have changed significant enough to have the server decide for a switch. However if the reporting interval covers enough the server may correctly come to the conclusion that the link bandwidth is insufficient for the alternative. 

3. More than one report after the event may need to be received by the server before being confident of the change. With shorter RTCP reporting intervals, enough reports may be sent before client experience buffer underrun.

4.  The server makes the decision to change to a lower bit rate alternative. The new bit rate is sent out.

5. If the lowering of the bit rate is enough then the session should proceed without interruptions at the lower quality. If the change comes to late a buffer underrun may occur before the new rate starts to arrive. 

The event may cause interrupts or severe quality degradations. With at least server controlled adaptation it will be possible to continue the session after a short time of lowered quality or playback interrupt at the new quality level. Without adaptation the only choice is to terminate the session. 

Client and Server Adaptation

Using the same event as above but this time with a client implementing adaptation functionality. 

1. The bit rate of the radio bearer is reduced to half due to radio congestion.

2. The clients rapidly detects that packets are not arriving into its buffers at the same pace as before. Also some more packet losses are experienced. 

3. Client sends a request to adapt to these bit rate alternatives to the server. 

4. Server acknowledges and starts sending the lower bit rate. 

5. The client starts receiving the new rate. As this went significantly faster the risk of buffer underrun is much lower. 

6. The server verifies that the decision was correct by looking at the following RTCP reports. 

With this functionality it will be likely that an event will only cause some quality degradation and no interrupt. 

Proposal

We proposed that the functionality necessary for performing bit rate adaptation during play- back is added to PSS. This allows streaming sessions to remain useable past events affecting the bit rate. Better utilization of the available resources will also be possible. 

The required standardization works includes: 

· The general framework of working and the rules necessary for a consistent behavior between implementations.

· A way to signal requests from the client to the server, e.g. RTSP.

· The types of feedback information that a client is required or can optionally report periodically, to allow for server decisions. 
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