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1
Introduction

Annex G of TS 26.234 describes an optional video buffering model in PSS. We regard the PSS video buffering as important for achieving the best possible video quality and strongly recommend support for this buffering model in all client implementations. 

Benefits of the video buffering model, an explanation of constant rate transmission of variable rate encoded content, and a practical example, are given in the following text section, which we propose to add to TR 26.937 (“RTP usage model”).

2
Use case example for PSS video buffering model
In the following we discuss the benefits of variable rate video coding. Since the UMTS streaming bearer can be best characterized as a constant rate bottleneck channel, we then discuss transmission of variable rate encoded video streams over constant rate channels. We introduce the main principles and show that a video stream generated for a specific combination of transmission rate, initial pre-decoder buffering delay and pre-decoder buffer size can also be sent at other transmission rates if the pre-decoder buffering delay and buffer size is adopted accordingly. We also discuss, how suitable data rates for media content are derived from available UMTS streaming bearer rates. At the end of the section we give a practical example how the video buffering model described in Annex G of TS 26.234 is used for streaming of variable rate encoded video over a UMTS streaming bearer.  

2.1 Variable versus constant rate coding

Rate control strategies for video coding can be classified into constant rate and variable rate coding strategies. Main application of constant rate coding is video transmission over bottleneck links (e.g. ISDN) at low delays. Conversational multimedia services like video telephony (e.g. H.324) typically employ constant rate coding.

Drawback of constant rate video coding is the strictly limited number of bits, which can be used for compressing each picture in a video sequence, regardless of how “difficult” it is to compress the picture. The final quality of the compressed video stream therefore mainly depends on the complexity of the content (e.g. how difficult it is to compress the content). However, different scenes have different coding complexity. For instance, it’s easier to encode a news speaker in front of a fixed background than a soccer game. The coding complexity of a scene is determined by the overall amount of motion and also by the level of detail in each particular picture. Constant rate coding for video works fine, as long as the complexity of the scene is more or less constant as it is the case for head-and-shoulder scenes with little motion. However, constant rate coding of arbitrary video sequences containing scenes with varying coding complexity gives a fluctuating quality, which often has a negative impact on the subjective quality.  Audio content usually has a lower and less varying complexity compared to video content. Therefore constant rate audio coding usually does not suffer from the “varying quality” problem.

2.2 Comparison of different rate control strategies 
Many researchers have recognized the drawbacks of constant rate video coding. Specific variable rate control strategies have been developed, which can significantly improve the subjective picture quality without exceeding some pre-defined rate variation limits.

Especially for streaming applications, the rate control mechanism described in [2] was proposed. It takes as input a (bottleneck) rate R, an initial buffering delay d and a buffer size s. It then encodes a pre-stored video sequences at variable rate such that when the stream is transmitted at a constant rate R, it can be played back continuously by a client with pre-decoder buffer size s, after a initial pre-decoder buffering delay d.     

In the following, we present some simulation results, which compare the mentioned rate control mechanism for variable rate coding under a certain buffer size limitation with constant rate coding and unconstrained variable rate coding (e.g. unlimited buffer size). Table 1 summarizes the results. We encoded a 2 minutes long clip taken from a TV news show with H.263 at QCIF resolution and 10 frames-per-second. The mean bitrate averaged over the whole stream was in all three cases adjusted to about 50 kbps. 

As an objective quality measure, average PSNR values where computed. Higher PSNR usually means better quality, although PSNR values are not always consistent with subjective quality perception. The comparison shows, that unconstrained variable rate coding results in a good quality but also requires the largest buffer size. Constant rate coding requires almost no buffering but the quality of the resulting video is significantly worse compared to variable rate coding. Although the PSNR is 1.5 dB higher, one has to take into account that the constant rate coding control drops complete frames in order to fulfil the strict rate constraint. In the given example a total of 8% of the frames was dropped. 

The last row shows the results for the streaming rate control proposed in [2] for an initial buffering delay of two seconds and a maximum buffer size of 20000 bytes. One can clearly see the trade-offs: initial buffering delay and buffer size are according to the pre-specified values, the PSNR is close to the one of variable rate coding. However, no frames were dropped.  

Table 1: Comparison between different rate control strategies for a test video sequence

	Rate control
	Initial buffering

[sec]
	Buffer size

[bytes]
	PSNR

[dB]

	Constant quality / variable rate
	0.4
	163501
	30.8

	Constant rate / variable quality 
(TMN8 rate control)
	0.5
	6827
	32.3, 
100 frames 
(= 8%) skipped

	Streaming rate control
	1.8
	17951
	32.0


Figure 1 - Figure 3 give some more detailed insights how the different rate control mechanisms works. Each graph shows three curves, named “Playout”, “MaxBuff” and “Transmission plan”. The horizontal axis denotes time, the vertical axis denotes data counted in bytes. The transmission plan describes how data is sent out by the server. It gives for each time t the amount of data that was sent out by the server. The transmission plan is in all three cases a straight line, which indicates that data is sent at a constant rate (the motivation for constant rate transmission of variable rate encoded video streams is given in the next section). Each Playout curve describe the video data playout behaviour at the client for the different rate control strategies. Since for each point in time the client needs to play out exactly the same amount of data that was generated by the encoder, the playout curve also reflects the rate behaviour of the encoder. The Playout curve denotes the minimum amount of data that a client needs to have received to guarantee smooth playout of the stream. The MaxBuff curve is simply the Playout curve shifted by a ceratin amount of bytes in vertical direction. The amount if bytes by which this curve is shifted corresponds to the client buffer size. The MaxBuff curve therefore indicates the maximum amount of data that a client may have received without exceeding its buffer.    
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Figure 1: Unconstrained variable rate coding
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Figure 2: Constant rate coding
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Figure 3: Streaming rate control

Figure 1 shows the result for unconstrained variable rate coding which was achieved by using a fixed quantization parameter for the whole sequence. As one can see, the playout curve differs significantly from the constant rate transmission plan. The maximum distance between the transmission plan and the Playout curve indicates the required buffer size. As can be seen a large buffer size is required in this case. The exact buffer size is according to Table 1 163501 bytes.

Figure 2 shows the result for constant rate coding. Due to constant rate coding, the rate of the encoded stream is constant and therefore the playout curve is a straight line, which is almost identical to the transmission plan. The required client buffer size in this case is much smaller compared to the previous case. 

Finally, Figure 3 shows the different curves for constrained variable rate coding. There is more variation in the playout curve compared to the constant bitrate case but much less compared to the unconstrained variable rate coding case. The required client buffer size in this case is 20000 bytes. 

As a conclusion, it can be said, that in general variable rate encoded video streams have a better quality than constant rate encoded streams. The price one has to pay is a certain initial buffering delay and a certain buffer required at the decoder when variable rate encoded video is sent over constant or near constant rate channels. There are special rate control mechanisms, which allow specification of certain buffer limitations, which will then not be exceeded. 

2.3 Transmission of variable rate encoded content over constant rate channels
Real-time transmission of a variable rate encoded video stream would require a transport channel, which can fulfil at each point in time the streams variable rate demand. However, many typically used Internet access channels are characterized by a certain bottleneck link rate, which cannot be exceeded (e.g. analogue modem speeds, ISDN, and so on). A UMTS WCDMA bearer is another example for such a bottleneck link. When traffic exceeds the negotiated guaranteed bitrate, packets are likely to be dropped by the traffic policing function located at the GGSN (for traffic in downlink direction) and in the terminal (for traffic in uplink direction) (see TS 23.107). Therefore, rate-smoothing techniques are required which allow streaming of variable rate encoded content at a constant transmission rate [2].   

Transmission of variable rate encoded video content over UMTS is explained in Figure 4. The encoder generates a variable rate encoded video stream. The video stream is delivered by the server at a constant rate, which corresponds to the negotiated rate of the UMTS streaming bearer. Delivery over UMTS introduces a certain delay jitter, which needs to be compensated first by a so-called de-jitter buffer since the variable rate decoder expects traffic arriving at a constant rate. How much jitter needs to be compensated depends on the UMTS streaming bearer QoS attribute “delay”. The de-jitter buffer is then followed by the pre-decoder buffer which is specified in Annex G of TS 26.234. 
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Figure 4: Transport of variable encoded video streams over UMTS
2.4 Relationship between bottleneck link rate, initial buffering delay and buffer size

Note that a variable rate encoded video stream, which can be streamed for one combination of bottleneck link rate, initial buffering and buffer size can also be streamed at other combinations without requiring a new encoding process. 
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Figure 5: Transmission of variable rate encoded content 
produced for a 50 kbps constant rate channel at other rates

To demonstrate what happens if a stream produced for one specific constant channel rate is transmitted at other rates, we first encoded a video stream at variable rate for transmission over a 50 kbps constant rate channel. The resulting initial buffering delay was around 3 seconds, and the resulting client buffer size was close to 20000 bytes. We then computed for the encoded video stream schedules for lower transmission rates. 

Figure 5 shows the result. Both the initial buffering delay and the buffer size increase towards lower transmission rates. Streaming over 40 kbps links requires 16 seconds initial buffering and a client buffer size of almost 80 KB because the client first needs to buffer an initial segment of the stream, which is large enough to compensate the lower transmission rate once playback has started. 

This example showed, that a stream which was encoded for a specific combination of initial buffering delay, buffer size and transmission rate can be streamed at other rates as well if the pre-decoder buffering delay and buffer size are adapted accordingly. Note that this is only possible for pre-stored content. 

2.5 Mapping UMTS streaming bearer bitrates to media bitrates

There are different possibilities to map media streams onto UMTS streaming bearers. In the following it is assumed that all media streams are mapped onto the same UMTS streaming bearer (e.g. the one defined in 3GPP TS 34.108). It is further assumed, that only a discrete set of guaranteed bitrates (as defined in Table J.1 of 3GPP TS 26.234) will be supported by a UMTS streaming bearer. Therefore, the total bandwidth for all media streams belonging to one session is limited by the capabilities of the UMTS bearer as expressed by the condition
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denotes the bandwidth of the ith media stream.

IETF AVT recommends that the overall RTCP traffic should be limited to 5% of the total media bandwidth. IETF AVT further recommends, that in unicast sessions, the total RTCP bandwidth be equally shared between the server and the client. Following this recommendation we assume in the following that the RTCP traffic in downlink (respectively uplink) direction equals 2.5% of the total media bandwidth 
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There might be other rules, which could either broaden or limit the rate constraints for the overall RTCP traffic. RFC1889 for instance recommends a fixed minimum interval of 5 seconds for sending RTCP packets to avoid bursts of packets which would exceed the allowed bandwidth when the number of participants is small (as it is the case in unicast streaming). Other more PSS specific rules and recommendations are given in A.3.2.3 of TS 26.234. Future RTP versions may allow a more flexible way to express the amount of RTCP traffic, which are then signalled explicitly by special SDP attributes as for instance described in draft-ietf-avt-rtcp-bw-05.txt. However, it is expected that changes to the standard RTCP rules will mainly have an impact on the RTCP traffic in uplink direction (e.g. for RTCP based RTP retransmission mechanisms). 

Note that 
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corresponds to the value specified in the b=AS: media level attribute (mandated by 3GPP TS 26.234) for the ith media stream. Since IETF AVT regards media bandwidth as the rate of the RTP packetized media data including UDP/IP protocol overhead (usually 40 bytes per packet when used over IPv4), the sum of the media level b=AS: values for the media streams used in one streaming session may not exceed 
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What was said above should be clarified by an example, which assumes the “5% of total media bandwidth” rule for the RTCP traffic.

The UMTS streaming bearer as specified in TS 34.108 is operated at a max data rate of 64000 bps at RLC layer. Depending on the target block-error-rate (BLER) setting and taking into account RLC protocol overhead, this bearer will be able to guarantee about 50 – 56 kbps at user IP layer, including RTP/UDP/IP protocol overhead. 

If 
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 denotes the guaranteed rate of the UMTS bearer, the maximum total rate available for media data is 
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If we assume for 54 kbps for 
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 which is 1.317073171 kbps is used for RTCP traffic in downlink direction which gives a total of 52.68292683 + 1.317073171 = 54 kbps). The same amount of RTCP traffic as in downlink direction is sent in uplink direction.
2.6 Use case example: One video stream over WCDMA streaming bearer

This section describes on a simple example the important steps for streaming variable rate encoded video content over a WCDMA streaming bearer, using the video buffer model described in Annex G of TS 26.234.
2.6.1 Assumptions

The WCDMA streaming bearer is operated at a guaranteed bitrate of 54 kbps. [Note that supported bitrates of the UMTS streaming bearer are for further studies]

It is further assumed that the required transmission rate for the RTP packetized video stream is 52 kbps (including RTP/UDP/IP protocol overhead which is 40 bytes for IPv4 transport)

Default values for the video buffering model are assumed

2.6.2 Content creation time

The video content is encoded with one of the supported codecs. Outcome of the encoding process is 

1) A video bitstream, stored for instance in a 3GP file

2) A triple consisting of transmission rate, pre-decoder buffering delay, and pre-decoder client buffer size for which the content can be streamed, also stored for instance in the same 3GP file. For the given example we assume the following values:

- transmission rate: 52 kbps
- pre-decoder buffering delay: 1 second
- pre-decoder buffer size: 20480 bytes

Remark: Note that according to what was said above the same encoded content can be streamed at other combinations as well. Therefore, it might be advantageous to have the possibility to store more than just triple in the same 3GP file. 

3) Optional: the pre-computed transmission plan of the media data packets for the default transmission rate of 52 kbps. The sending time for each time can be stored in a 3GP file as offset information to the presentation times found in the RTP packets. Note that the actual transmission plan could also be computed online at transmission time.   

2.6.3 Transmission time

1) Client sends RTSP DESCRIBE for stream

2) Server extracts transmission rate, pre-decoder buffering, and pre-decoder buffer size from 3GP file and generates corresponding SDP. The SDP on media level contains the following lines:

b=AS:52
a=X-initpredecbufperiod:90000
a=X-predecbufsize:20480
 
Although pre-decoder buffer size and initial buffering are identical to the default values, at least one of them must be signalled to indicate support for TS 26.234 Annex G (video buffer model). In the given example, both of them are signalled.

3) Client computes required UMTS streaming bearer rates from b=AS:52 as 53.3 kbps for downlink and 1.3 kbps for uplink. The UMTS bearer attribute “guaranteed bitrate” can only be specified in 1 kbps steps for rates below 63 kbps (see TS 24.008). Therefore, during session set-up, the client requests a UMTS streaming bearer with “guaranteed downlink bitrate = 54 kbps”, “maximum downlink bitrate = 54 kbps”,  “guaranteed uplink bitrate = 2 kbps”, “maximum uplink bitrate = 2 kbps”, and a transport delay of 2 seconds.  

4) UMTS streaming bearer is set-up and assigned
5) Client configures de-jitter and pre-decoder buffer according to the known parameters and issues an RTSP PLAY request for the corresponding stream.
6) The server starts to send RTP packets at a constant rate of 52 kbps (measured at IP layer including all RTP/UDP/IP protocol overhead).
7) Since the packets are delivered by the server at the negotiated bitrate, the traffic policer at the GGSN does not drop any packets 
8) With reception of the first packet, client starts to buffer data in the de-jitter buffer. After an initial de-jitter buffering time, packets are forwarded to the pre-decoder buffer. The first packet, which arrives at the pre-decoder buffer starts the pre-decoder timer. After the pre-decoder buffering period of one second, which was signalled in the SDP attribute 
X-initpredecbufperiod, the video decoder starts to decode and playout RTP packets from the pre-decoder buffer according to their presentation timestamps. 
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