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1.
Introduction

During recent SA4/TFO meetings the need was identified to write a kind of background document on “Maximum Rate Control” with “Distributed Rate Decision”. It should especially address the interaction of GERAN and UTRAN in case of TFO calls. This document is a first attempt.
It focuses on the protocol aspects for the end-to-end rate control and not so much on the local link quality estimation and not so much on the local rate decision.

Potentially this work could finally end up with either a new TR 26.9xx (SA4 responsibility) or a modified TS 45.009 or a new TS 25.009 (responsibility ?). The TR could only be informative and therefore all potentially identified missing normative parts would need to be incorporated into existing TSs under the responsibilities of various groups.

The actual trigger for this document are potential misunderstandings on what the terms “Maximum Bit Rate” and “Guaranteed Bit Rate” in TS 26.102 and TS 26.202 really mean and how the Core Network shall apply these means at RAB assignment. These considerations ended up in several Change Requests, for TS 26.102/202 and TS 23.153.

2.
Maximum Rate Control with Distributed Rate Decision

“A chain is as strong as its weakest member”, translates in nautical terms into
”A waterway is as wide as its narrowest passage” or in telecommunication terms into
”A transport channel has as much capacity as its most disturbed sub-link”.

Lets take the nautical example: to find out how wide a ship can be to just be able to pass the whole channel, someone must go all along the way, measure the widths at every segment and take the minimum of all. This minimum gives the “maximally allowed width”. Trying to bring a ship across this channel that is wider must cause damage - somehow. The decision on this minimum can be taken in a distributed fashion along the way. Only the actual minimum needs to be remembered. It does not matter what causes the channel to have its width, it is just enough to know how wide it actually is. And of course it is important that the final decision must be reported back to the point were the ship-makers wait to build the ship. This reporting, the ship building and the ship traveling need to be ready before the channel has changed its widths – otherwise the decision may be useless (ship is too big) or less effective (ship is too small). If the messenger who reports back is too slow or if the ship travels too slow in forward direction, then the decision may be out-of-date when the ship arrives at the passage in question. If the channels varies faster than the messenger can run, or the ship makers can build the ships, it may be wise to build smaller ships – just to be on the save side and to guarantee some success. It is also important that the individual measurement of the channel widths considers the time when the ship shall pass the passage: the reporting must be based on a local prediction into the future. This prediction algorithm is in general different for different passages, but the reporting can be done in a similar form.

It can also be seen that in certain situations it is more effective to send the goods for some way in a specific, optimal container, but repack the goods somewhere into better suited, different containers, although the repacking costs time and effort and generates always some damage to the goods itself. Repacking too often may end up in the goods to be not useable at the end.

In mobile telecommunications channels exactly the same rules and considerations apply. With some remarkable, but not basic difference: the width of the channel segments may vary much faster than waterways typically do - although also these change over time. Some of the telecom paths vary faster (GSM/GERAN), other slower (UTRAN) others maybe even slower (Abis, Iu, Nb, …). For some it may be sufficient to consider their capacity just once at call setup, for others it is very reasonable to measure their capacity from time to time and adjust the “ship size”, i.e. the bit rate. It is obvious that the time interval for these measurements, their reporting and their considerations must be adapted to the fastest variation of all involved sub-links. 

For the Rate Control in (mobile) telecommunication several consequences can be derived:

1. the measurement and reporting periods must be adapted to the channel with fastest variation, the reporting must be fast enough

2. the local prediction must take the effective reporting delay into account

3. the minimum of all predicted capacities is deciding for the temporary maximum bit rate; 
the decision can be distributed over the whole path in forward or backward direction

4. all reporting channels must commit to a minimum guaranteed reporting speed and reliability

5. the reporting must follow common agreed rules to be understood the whole way

6. the reported decision must be taken into account in a guaranteed time at the source of the “ships”, i.e. at the source encoder.

3.1
Measurement and Reporting Periods

In GSM/GERAN the measurement and reporting period is 2*20ms. Every second speech frame a Codec Mode Request (CMR) is sent backwards. This is exactly specified for AMR and AMR-WB in TS 45.009. The Link Adaptation in GERAN is further specified for each individual application (so far for AMR and AMR-WB and these are by design very similar in that respect).

It was found that this reporting period is a sufficiently good compromise between the need to cope with variation speed of the channel and the reporting channel overhead. Of course the reported channel capacity will very often stay constant over a longer time and so the periodic reporting is not a hard requirement, but the resulting reaction time is.

The periodic reporting in GERAN is symmetrical in uplink and downlink and is also carried in the TFO link across the core network. See also TS 45.009, Annex C.

In UTRAN this is up to date less clear and no final conclusion has been found, how quick the radio channel capacity is actually varying, or how and how quick these variations need to be considered for the AMR link adaptation. No TR or TS exists that describes or specifies the Rate Control in 3G completely. And – very important difference to GERAN: the Rate Control shall be completely application independent! So the solution need not only consider the known AMR and AMR-WB, but any potentially upcoming application in future.

Some experts claim that the fast power control in UTRAN takes care so that the resulting channel capacity for the individual link stays (more or less) constant. The limits of this fast power control are obviously reached when the TX power is at maximum or when the emitted TX power creates too much interference for all the other users in the CDMA cell or network.

Finally it was found that the Rate Control Commands in UTRAN shall be reported on demand and not on a strictly periodic basis. The advantage is that not more control channel capacity is occupied than necessary. One direct disadvantage is that the Transport Format Combination Set on the air interface is multiplied by two, which means more implementation effort for UE and Node B.

The periodic reporting as in GERAN and the on-demand reporting in UTRAN need, however, to be convertible. The TC within the 3G Media Gateway (MGW) has to perform the conversion.

For a TFO/TrFO connection between a GERAN and an UTRAN mobile the faster varying channel (GERAN) sets the requirements for the reporting speed in the UTRAN downlink direction. The rate Control Commands in the UTRAN uplink direction are less critical and are (to the authors knowledge) not defined to date. So also here is a fundamental difference to GERAN, where the mobile estimates the downlink link quality and reports this back in uplink. The UTRAN mobile has no explicit Rate Control reporting channel in uplink. But of course the downlink link quality can in principle be derived from the fast power control feedback within Node B.

3.2
Local Prediction of Channel Capacity

In GERAN the BTS estimates the uplink link-quality and the mobile the downlink link-quality. Both can observe the local channel fluctuations and try to predict the channel quality into future and derive from that the optimal source rate. The BTS is the overall master of the local rate decisions. It can overwrite the request from the mobile and can take global network aspects, like cell load, into account.

In UTRAN the Node B can estimate the uplink link-quality and the mobile or the Node B the downlink link-quality. But it is not exactly clear how the results are reported to the RNC, where the final rate decision for the local radio links shall be done, including the global network aspects (e.g. cell load).

It is important to note that neither Node B nor the RNC have knowledge about the application itself! They just know the Radio Access Bearer parameters.

The Rate Control in UTRAN must therefore be designed in an application independent way.

Based on the fast power control the UE can also estimate the uplink link-quality and especially in case of too high TX power in uplink direction the UE can decide to use a lower codec mode to gain additional robustness on this loaded channel. Also this is a substantial difference between GERAN and UTRAN terminals. This is, however, still compatible.

3.3
Distributed Rate Decision

The final Rate Decision may depend on the channel capacity estimates of many sub-links. In a TFO/TrFO connection at least the two radio links are considered. How to come to the common decision without many control channels reporting to one central device? “Luckily” the minimum function can be executed in a distributed way. Therefore only one Rate Control Request signaling channel in backward direction is necessary.

The following figure shall illustrate the example GERAN-GERAN. Only one direction of the traffic flow (“left to right” or “local” to distant”) is considered. The other direction is exactly symmetrically.
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The distributed rate decision starts (example GERAN-GERAN call, see TS 45.009, Annex C) in the receiving distant mobile, which estimates its downlink channel quality and predicts the optimal Codec Mode for this direction. It sends the result as CMR in uplink as soon as possible. 

The distant BTS takes this CMR as proposal, checks its own requirements for this downlink traffic channel (e.g. based on cell load, on Abis downlink load or whatever) and sends its “final” decision uplink, back to the distant TRAU. In general the BTS takes the minimum of the CMR from the mobile and its own local CMR decision.

The distant TRAU may modify this CMR further, e.g. to keep the Codec Modes within the common Active Codec Set. Again the minimum of the received CMR and the TRAU-local CMR is sent along, back to the local TRAU.

The local TRAU takes similar influence on the CMR as the distant TRAU. It sends the CMR further backward to the local BTS.

The local BTS estimates the uplink quality and derives from that – by considering the local network aspects – the final Codec Mode Request. This is now the minimum of all local CMRs along the path. In GERAN this final decision is sent down as “Codec Mode Command”, i.e. the local mobile has no freedom and must use this codec mode as soon as possible in uplink direction.

Very similar considerations can be taken for an UTRAN-GERAN connection, see the following figure. 
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Again the distant GERAN-Mobile, -BTS and -TRAU send their common CMR back across the core network (TFO) to the MGW that hosts the “local” TC. Depending on the actual network architecture and the actual call routing this TC can be quite far away from the “local” RNC (e.g. “Transcoder at the edge” of the CN, close to the GERAN-TRAU.

Anyway, this TC takes the periodic CMR and detects every change in it. For every change in the CMR the TC sends one Rate Control Request backwards through the core network (TrFO-link through Nb and Iu interfaces) to the local RNC. The TC waits a certain time for the Rate Control Acknowledgement from the RNC and in case of time out repeats the Rate Control Request. As long as the CMR does not change again, no further RCR is generated by the TC.

The local RNC receives this Rate Control Request and sends the Rate Control Acknowledgement uplink to the TC. The RNC combines the RCR with its own local network requirements and sends (again the minimum rate) downlink to its connected User Equipment. Note again that the RNC does not know that it controls an AMR or AMR-WB call.

The local User Equipment has – in contrast to the GERAN mobile – the freedom to take the corresponding Codec Mode or a lower one – not a higher one. 

3.4
Reporting Speed and Reliability

In a GERAN-GERAN connection this process of channel estimation, decision finding and reporting is repeated every 40ms. But it takes about 180ms until the CMR from the distant mobile reaches the local mobile and again about 180ms until the requested codec mode is arriving downlink at the distant mobile. If the distant downlink radio channel would change substantially within these 360ms, then the rate control could do more harm than good. The rate control decision in the distant mobile and distant BTS should therefore know how much effective round trip is in the control loop and should adapt the decision algorithm accordingly. One method for this is to modify the rate decision thresholds in the mobile (on command by the BTS) to a more robust side (increase the thresholds so that a more robust mode is selected earlier). One method to estimate the effective round trip delay is described in TS 28.062, Annex C.

The effective round trip delay from the local BTS back to the local Mobile and forward to the local BTS is, however, much smaller (about 140ms). The rate control decisions can therefore be more “aggressive”.

The periodic reporting every 40ms in GERAN and TFO as one very good advantage: it is per se redundant and a potential transmission error is very quickly repaired. No acknowledgement is necessary. The reporting of the CMR is as quick as the traffic channel itself, because the CMR is transported “inband” in every TRAU and TFO frame. It can be claimed that no faster reporting channel is possible. The GERAN rate control loop guarantees therefore by construction the fastest possible reaction time and this leads to the best possible link adaptation and link throughput (given the fact that the GERAN power control is much slower than the UTRAN power control).

In contrast to that the UTRAN, Iu and Nb interfaces send Rate Control Requests (RCR) on demand. In normal case this Rate Control Request will not be repeated, until the next change in channel capacity. Potential transmission errors are therefore not automatically repaired. Therefore a Rate Control Acknowledgement (RCA) was necessary. It is up to date not exactly clear (to the author), whether this RCA has to be done hop-by-hop (faster, better) or end-to-end. In the above example it is assumed that the RNC sends an acknowledgement back to the TC, sends an RCR at the same time down to the UE and waits for the RCA from the UE. In this way a potential transmission error can be corrected in the fastest way. On the other hand the TC – when receiving the RCA from the RNC - can not be sure that the UE has already got the RCR.

Since the RCRs and RCAs are send on separate logical control channels “out-of-band” and through various control channel queues, it is not exactly clear how log the transmission really takes. In fact the transmission time on Nb, Iu and Uu interfaces may be load dependent. No hard delay requirements are specified (to the authors knowledge) up to date.

The UE shall react as soon as possible and use the requested new rate (== new Codec Mode) in uplink. Also here no exact requirements are specified up to date. The earlier this is done the better for the overall performance. It is important to note that the fast reaction time is necessary for the sake of the faster varying GERAN downlink channel, although the UTRAN radio channels might be quite stable.

In a pure UTRAN-UTRAN (TFO or TrFO) connection it can be expected that Rate Control Requests (originating in the distant UE, Node B and/or RNC) come much less frequent. But if a RCR comes back, then the reaction time may be as important as in the UTRAN-GERAN case.
3.5
Common Reporting Rules

As noted earlier the GERAN system knows in all its nodes (at least in principle) which application (e.g. AMR speech) it is serving. The Rate Control procedures could in principle be different for different applications.

In the UTRAN, however, neither the RNC nor the Node Bs knows about the application. Only the UE, the MGW, the TC and of course the Core Network (CN) know that e.g. the AMR speech application is running.

The CN must therefore configure the UTRAN is a generic way such that the required Rate Control behaviour is achieved. But the Rate Control Procedure within the RNC must be generic. The rules must be well defined for RNC and CN such that the desired behavior is guaranteed.

For GERAN it is specified that a rate change should only be commanded in a step-by-step procedure, to stabilize the control loop of the individual link as well as the load changes of the overall network. In exceptional cases, like handover, this general rule can not always be fulfilled, but it is achieved in practise to a very high degree.

It is therefore in addition specified that the actual change of the Codec Mode in uplink shall be done in a step-by-step manner. This achieves the desired effect in general, even if the Mode Command changes (exceptionally) more than one step. It provides the chance that the receiver can have a good expectation what the next received Codec Mode may be and so can improve its performance. But due to transmission errors and sometimes complete loss of the radio channel also this can not always be guaranteed – in the view of the receiver.

For UTRAN similar principles are defined, see TS 25.415.

4.
UTRAN RAB Assignment

At Call setup the Core Network negotiates the application (e.g. Speech Telephony), the Codec Type (e.g. AMR-WB) and Codec Configuration (e.g. 6.60 / 8.85 / 12.65) for the TrFO-part of the link or -ideally- the whole link end to end. Then the different resources are allocated (e.g. the MGW and the TC), the bearers are set up and initialized and the UTRAN is configured through the RAB Assignment procedure (RAB := Radio Access Bearer). 

Again: the UTRAN does NOT know that a speech telephony service is configured, it does not even know what that is. But UTRAN gets the assignment from the Core Network to setup different RABs with specified requirements, like 

· Guaranteed Bit Rate

· Maximum Bit Rate

· SDU size (Speech Data Unit size == bit rate)

· Rate Controllable RABs

· Non-Rate Controllable RABs

· and more

Important questions for this consideration here are: 

· how must the CN do RAB assignment and 

· how must the UTRAN interpret the RAB assignment parameters 

in order to guarantee that the UTRAN Rate Control Procedures are compatible to the GERAN Rate Control procedures.

The example “AMR-WB Speech Telephony service” with SCR enabled and three codec modes (12.65 / 8.85 / 6.60) is taken to explain and derive the answers.

The CN knows that a speech communication is only possible, if at least the lowest speech codec mode is always at the disposal of the source codec (within the UE or TC). So it sets the “Guaranteed Bit Rate” parameter in this example to 6.60 kbps and the “Maximum Bit Rate” to 12.65 kbps. Then the RNC knows that the Rate Control Procedure has all three modes at its disposal for the case that the radio channel capacity is not available.

In principle the CN could also define the 8.85 or even the 12.65 as “Guaranteed Bit Rate”. Then the RNC would have not the whole freedom. But the UE still could decide to use a lower mode, because it does not get this information. And also the distant GERAN could send lower modes, because it does not get any information about this “strange” RAB assignment.

Consequence: the CN cannot force the uplink to use a certain minimum bit rate (e.g. for minimum intrinsic speech quality), unless it negotiates a different Active Codec Set with the distant partner. 

Further: the radio channel quality is fluctuating; there are no real means against that. To restrict the Rate Control to higher guaranteed modes does only worsen the situation, when the channel fades away. If a certain minimum speech quality shall be guaranteed, then the radio network planning must take care. 

And last argument: the other UTRAN and especially the GERAN Rate Control does not know about the guaranteed bit rate at one UTRAN RAB Assignment, because this parameter is NOT negotiated at call setup across the whole link.

Guideline: The Guaranteed Bit Rate for an Adaptive Multi Rate RAB (NB and WB) shall always correspond to the lowest Speech Codec Mode of the negotiated Active Codec Set.

This holds for the AMR and AMR-WB speech telephony services. 
For other applications this may be different.

The AMR speech telephony service could in principle be configured with or without “Source Controlled Rate Decision” (SCR), i.e. the speech pauses decision could be ignored. 

BUT: there is no protocol element foreseen to negotiate SCR across the whole link. That means that at least in donwlink the SID-RAB (SIlence Descriptor) must be assigned. Otherwise a distant generated SID frame could not be sent downlink. The uplink in UTRAN must always be symmetrical (?) and so SCR shall always be assigned. The “No_Data” RAB is automatically, per definition, always included, i.e. it is not necessary to send something when nothing is needed.

Guideline: SCR shall always be assigned for AMR and AMR-WB speech telephony services.

The SCR is not rate controllable.

The CN could in principle set the Maximum Bit Rate lower than the corresponding highest Codec Mode. But also this would not be known to the distant side. If a hard restriction of the higher modes would be desired, then it should be negotiated in the ACS directly. On the other hand the RNC can at any time during the call set a RCR uplink to disallow the higher modes.

Guideline: The Maximum Guaranteed Bit Rate shall always correspond to the highest Codec Mode in the ACS for AMR and AMR-WB.

Guideline: All RABs corresponding to Codec Modes above the lowest one shall be defined as Rate Controllable.

- to be continued -
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