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1. Introduction

For the 3GPP AMR Wideband (AMR-WB) Characterization Phase as many as 18 experiments have been proposed.  These subjective tests are being designed to characterize the speech quality of the selected AMR-WB speech codec under a variety of applications using a number of test conditions.  This contribution is intended to serve as a basis for specifying the principles that should be considered in the design of this series of tests and of subjective listening tests in general.

2. Design elements

Though the experiments in the AMR-WB Characterization Phase will involve at least three different methodologies (i.e., ACR, DCR, CCR) and different sets of test conditions, there are several elements that have been specified to be common to all experiments.  These elements include: 

· each experiment will involve a set of N conditions, where N is selected to adequately characterize the selected AMR-WB codec for a specific application,

· each experiment will involve multiple talkers, in the case of the AMR-WB Characterization Phase, four talkers (two males/two females),

· each talker will be represented by a set of speech materials that includes multiple speech samples,

· each experiment will be presented to multiple listeners, in the case of the AMR-WB Characterization Phase, it has been proposed to use 24 listeners organized as six panels of four listeners each,

· each panel will receive a different presentation order known as a file set,

· each file set will include one sample from all four talkers for each of the N conditions involved in the experiment (i.e., total number of trials for any one listener = N x 4),

· each presentation order will be randomized for test conditions, talkers, and speech samples with the goal of maximizing interpretability of statistical analyses of the rating data.

What still remains to be finalized in the design of each of these experiments is the determination of the number of test conditions, the number of talkers, the number of speech samples per talker, the number of listener panels, and the number of listeners in each panel.  Once these elements have been specified for each experiment, the process of generating the presentation orders or “randomizations” of the file sets may be completed.

3. Statistical Tests and Experimental Error

In order to ensure both the reliability and the validity of statistical analyses commonly used in such experiments (e.g., Analysis of Variance, t-tests, post-hoc multiple-range tests), we must ensure that the experiments are designed to eliminate or to at least control various sources of experimental error.  Experimental error is inherent in all subjective tests -- it is precisely this error that allows us to perform statistical analyses and to make statistical comparisons.  It is the goal of the experimental design developer to ensure that the experimental error represents the random fluctuations of listener ratings on which these statistical analyses are based and that our estimates of this error are free from systematic effects that may bias or invalidate the results of these analyses. 

It has long been recognized that listener’s ratings on individual trials are not independent rather they are influenced by a number of factors that may affect the listener’s impression of the speech stimulus presented in that trial.  Some of these factors are extraneous to the rating itself but nevertheless contribute to overall experimental error.  Two of the primary sources of such error are those associated with time and order of presentation, often referred to as time/order effects.  Each individual rating is influenced not only by the stimulus heard in that particular trail, but also by stimuli experienced in previous trials, i.e., the effects of order of presentation.  Furthermore, stimuli heard later in a presentation set will be more subject to the effects of fatigue and boredom than stimuli heard earlier in the set, i.e., the effects of time of presentation.  By designing properly randomized presentation sets we can control the experimental error associated with these time/order effects.  

A number of principles have been observed in the design of randomizations of presentation sets to control for time/order effects.  These principles include:  

· The experiment is organized in blocks of trials where the number of blocks is usually equal to the number of talkers.  

· Each block contains a sample from each of the N test conditions involved in the experiment and the order of those samples is randomized, with constraints, within the block.

· One of those constraints is that successive samples within a block use different talkers (the practical approach to this principle has been to alternate talker gender).

·  Multiple samples should be used for each talker and those samples should be unique, both across and within talkers.

· The total set of test samples known as the corpus of speech samples (i.e., number of talkers x number of samples per talker) is balanced over the entire experiment such that comparisons between or among sets of codecs are based on equivalent sets of materials.

· Listeners should be subjected to a maximum testing time of 60 to 70 minutes, excluding rest breaks, in order to control for the effects of fatigue and boredom.  In practical applications, that maximum time is equivalent to approximately 400 ACR trials and 200 DCR or CCR trials. 

For purposes of statistical analyses of subjective test data, the ideal experiment would test all listeners on all test conditions using the entire corpus of speech materials for each test condition.  However,as  the practical limit on the total test time available to test any one listener restricts the number of trials per listener and requires us to design the experiment in such a way as to partition the samples presented to listeners without jeopardizing the validity of the statistical comparisons.  The common solution to this problem is to separate the listeners into groups such that the entire corpus of speech materials is rated by the listeners as a whole, but each group rates only a subset of that corpus.  Moreover, each group of listeners hears an equivalent, though not identical, sub-set of those materials.  For any single test condition, separate panels of listeners will rate each talker on different samples.  Once the number of listening groups has been determined, six groups as proposed in the AMR-WB Characterization Phase, then the balanced-block design requires six samples per talker.  

Therefore, the first principle of balanced-block test design is that the number of samples per talker should equal the number of listener panels.  

In the statistical terminology of ANOVA techniques, the partitioning of the talkers x samples corpus of materials results in a “confounding” of the effects of Speech materials with the interaction effects of Test conditions x Talkers x Listener panels.  Since we wouldn’t expect that specific interaction effect to be significant in an ANOVA (and wouldn’t know how to interpret it if it was), this confounding is a concession we are willing to make in order to insure the integrity and validity of the statistical effects of primary interest in the experiment -- for example, the main effect for Conditions and the interaction effect for Conditions x Talkers.  

Under the principles outlined above, the factors or main effects in the ANOVA would be: Conditions, Talkers, Speech materials, and Listeners.  The main effect for Listeners is actually made up of two components, Panels and Listeners within panels.  However, by accepting the principal of confounding described above, we can ignore or pool those components into a single Listeners effect and simplify the ANOVA to the effects of Conditions, Talkers, and Listeners. This yields an ANOVA summarized  in the Variance Source Table illustrated in Table I.

	Source of Variation [Effect]
	Degrees of Freedom
	Error Term

	Conditions [Fixed]
	C-1
	Conditions x Listeners

	Talkers [Fixed]
	T-1
	Talkers x Listeners

	Listeners [Random]
	L-1
	- - -

	Conditions x Talkers [Fixed]
	(C-1)(T-1)
	Conditions x Talkers x Listeners

	Conditions x Listeners [Random]
	(C-1)(L-1)
	- - -

	Talkers x Listeners [Random]
	(T-1)(L-1)
	- - -

	Conditions x Talkers x Listeners [Random]
	(C-1)(T-1)(L-1)
	- - -

	Total
	(C x T x L)-1
	


Table 1.  Simplified Variance Source Table for an Analysis of Variance for the Effects of  Conditions, Talkers, and Listeners.

In Table 1, C = number of Conditions, T = number of Talkers, and L = number of Listeners.  The two effects of primary interest are Conditions and Conditions x Talkers. The associated F-Ratios (i.e., ratios of variances or mean squares) used to test those effects would be:

FConditions = MSConditions / MSConditions x Listeners   
FConditions x Talkers = MSConditions x Talkers / MSConditions x Listeners x Talkers    

Furthermore, depending on the design of the experiment, the effects of Conditions can be partitioned to allow tests of additional factors imbedded in a factorial design, e.g., candidate codecs, input level, error rate, etc.  

Again, if the corpus of speech material for an experiment is the total set of speech samples for all talkers, then the experiment is deemed to be balanced if all listening panels are exposed to the speech corpus an equal number of times. Therefore, the second design principle is that in a balanced-block experiment the number of overall test conditions (N) should be both an integral multiple of the number of talkers and an integral multiple of the number of samples per talker.  Under these constraints, each listening panel will rate the corpus of materials the same number of times, though that corpus will be distributed differently among test conditions. 

4. A Specific Example

This section presents a specific example of how to design a balanced-block experiment using the principles outlined in the previous sections.  For purposes of simplicity I have chosen design elements that will more clearly illustrate those principles.  For this example, therefore, I assume the following design elements:

· N = 16 test conditions,
· four talkers (two males, two females),
· four samples per talker,
· L listeners arranged in four panels of l listeners each.
[Note that these design elements have been specified to satisfy the three design principles: N is an integral multiple of the number of talkers; N is an integral multiple of the number of samples/talker; the number of panels is equal to the number of samples/talker.]

Table 2 shows a hypothetical list of test conditions involved in this example experiment.

	Label
	Test Condition
	Label
	Test Condition

	C01
	Codec A – Cond.1
	C09
	Reference – Cond. 1

	C02
	Codec A – Cond.2
	C10
	Reference – Cond. 2

	C03
	Codec A – Cond.3
	C11
	Reference – Cond. 3

	C04
	Codec A – Cond.4
	C12
	Reference – Cond. 4

	C05
	Codec B – Cond.1
	C13
	MNRU 10 dB

	C06
	Codec B – Cond.2
	C14
	MNRU 20 dB

	C07
	Codec B – Cond.3
	C15
	MNRU 30 dB

	C08
	Codec B – Cond.4
	C16
	Direct


Table 2.  Test Conditions for the Hypothetical Example Experiment.

The complete experiment will involve the rating of 256 individual samples (16 test conditions x 4 talkers x 4 samples/talker).  If we now specify a file naming convention for Talkers, Samples, and test Conditions as TtSsCcc where Tt = M1, M2 or F1, F2 (for male or female talker), Ss = S1,S2,S3,S4 (for sample), and Ccc = C01 – C16 (for test condition), then we can allocate the 256 files by talkers, samples, and test conditions using the design principles specified in the previous sections.  Table 3 shows the entire ensemble of presentation sets for this hypothetical experiment. Note that in Table 3 the trials within the individual blocks are presented in a non-randomized order for test conditions for ease of illustration.  In an actual presentation set, the order of the test conditions within each block would be random with the constraint of alternating talker gender on successive trials.  The shaded cells illustrate the principle of distributing the four samples (S01-S04) for the combination of talker M1 and test condition C01 over the four panels of listeners.
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Table 3.  File Presentation Sets for the Hypothetical Example Experiment (non-randomized for test condition order within blocks).

Rating data from an experiment using the balanced-block experimental design described above lends itself to a variety of valid statistical tests.  Among other statistical hypotheses, we could test:

· are codecs A and/or B equivalent to or better than the reference codec across all conditions, across individual conditions,

· is there an interaction between the codecs A and/or B and the reference codec across all conditions,

· is one test codec, A or B, better than the other across all conditions, for individual conditions,

· do the codecs A and/or B show a talker dependency that is different from that shown by the reference codec,

· etc.

5. Recommendations

In order to ensure valid statistical analyses, balanced-block design principles should be used for the AMR-WB Characterization Phase series of listening experiments.  Specifically:

· The number of test conditions in each experiment should be an integral multiple of both the number of talkers and the number of samples per talker.

· The experiments should use four talkers (two males, two females).

· The experiments should use either four or eight samples per talker to provide more flexibility in the selection of the number of test conditions to be included in each experiment.

· If four samples per talker are chosen, the experiments should use four panels of eight listeners each.

· If eight samples per talker are chosen, the experiments should use eight panels of four listeners each.
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Allocations

		Panel 1		Block 1		Block 2		Block 3		Block 4				Panel 2		Block 1		Block 2		Block 3		Block 4

		1		M1S01.C01		F1S02.C01		M2S03.C01		F2S04.C01				1		F2S03.C01		M2S02.C01		F1S01.C01		M1S04.C01

		2		F1S03.C02		M2S04.C02		F2S01.C02		M1S02.C02				2		M1S01.C02		F2S04.C02		M2S03.C02		F1S02.C02

		3		M2S01.C03		F2S02.C03		M1S03.C03		F1S04.C03				3		F1S03.C03		M1S02.C03		F2S01.C03		M2S04.C03

		4		F2S03.C04		M1S04.C04		F1S01.C04		M2S02.C04				4		M2S01.C04		F1S04.C04		M1S03.C04		F2S02.C04

		5		M1S01.C05		F1S02.C05		M2S03.C05		F2S04.C05				5		F2S03.C05		M2S02.C05		F1S01.C05		M1S04.C05

		6		F1S03.C06		M2S04.C06		F2S01.C06		M1S02.C06				6		M1S01.C06		F2S04.C06		M2S03.C06		F1S02.C06

		7		M2S01.C07		F2S02.C07		M1S03.C07		F1S04.C07				7		F1S03.C07		M1S02.C07		F2S01.C07		M2S04.C07

		8		F2S03.C08		M1S04.C08		F1S01.C08		M2S02.C08				8		M2S01.C08		F1S04.C08		M1S03.C08		F2S02.C08

		9		M1S01.C09		F1S02.C09		M2S03.C09		F2S04.C09				9		F2S03.C09		M2S02.C09		F1S01.C09		M1S04.C09

		10		F1S03.C10		M2S04.C10		F2S01.C10		M1S02.C10				10		M1S01.C10		F2S04.C10		M2S03.C10		F1S02.C10

		11		M2S01.C11		F2S02.C11		M1S03.C11		F1S04.C11				11		F1S03.C11		M1S02.C11		F2S01.C11		M2S04.C11

		12		F2S03.C12		M1S04.C12		F1S01.C12		M2S02.C12				12		M2S01.C12		F1S04.C12		M1S03.C12		F2S02.C12

		13		M1S01.C13		F1S02.C13		M2S03.C13		F2S04.C13				13		F2S03.C13		M2S02.C13		F1S01.C13		M1S04.C13

		14		F1S03.C14		M2S04.C14		F2S01.C14		M1S02.C14				14		M1S01.C14		F2S04.C14		M2S03.C14		F1S02.C14

		15		M2S01.C15		F2S02.C15		M1S03.C15		F1S04.C15				15		F1S03.C15		M1S02.C15		F2S01.C15		M2S04.C15

		16		F2S03.C16		M1S04.C16		F1S01.C16		M2S02.C16				16		M2S01.C16		F1S04.C16		M1S03.C16		F2S02.C16

		Panel 3		Block 1		Block 2		Block 3		Block 4				Panel 4		Block 1		Block 2		Block 3		Block 4

		1		M2S04.C01		M1S02.C01		F2S01.C01		F1S03.C01				1		F1S04.C01		F2S02.C01		M1S03.C01		M2S01.C01

		2		F2S02.C02		F1S04.C02		M1S03.C02		M2S01.C02				2		M2S02.C02		M1S04.C02		F1S01.C02		F2S03.C02

		3		M1S04.C03		M2S02.C03		F1S01.C03		F2S03.C03				3		F2S04.C03		F1S02.C03		M2S03.C03		M1S01.C03

		4		F1S02.C04		F2S04.C04		M2S03.C04		M1S01.C04				4		M1S02.C04		M2S04.C04		F2S01.C04		F1S03.C04

		5		M2S04.C05		M1S02.C05		F2S01.C05		F1S03.C05				5		F1S04.C05		F2S02.C05		M1S03.C05		M2S01.C05

		6		F2S02.C06		F1S04.C06		M1S03.C06		M2S01.C06				6		M2S02.C06		M1S04.C06		F1S01.C06		F2S03.C06

		7		M1S04.C07		M2S02.C07		F1S01.C07		F2S03.C07				7		F2S04.C07		F1S02.C07		M2S03.C07		M1S01.C07

		8		F1S02.C08		F2S04.C08		M2S03.C08		M1S01.C08				8		M1S02.C08		M2S04.C08		F2S01.C08		F1S03.C08

		9		M2S04.C09		M1S02.C09		F2S01.C09		F1S03.C09				9		F1S04.C09		F2S02.C09		M1S03.C09		M2S01.C09

		10		F2S02.C10		F1S04.C10		M1S03.C10		M2S01.C10				10		M2S02.C10		M1S04.C10		F1S01.C10		F2S03.C10

		11		M1S04.C11		M2S02.C11		F1S01.C11		F2S03.C11				11		F2S04.C11		F1S02.C11		M2S03.C11		M1S01.C11

		12		F1S02.C12		F2S04.C12		M2S03.C12		M1S01.C12				12		M1S02.C12		M2S04.C12		F2S01.C12		F1S03.C12

		13		M2S04.C13		M1S02.C13		F2S01.C13		F1S03.C13				13		F1S04.C13		F2S02.C13		M1S03.C13		M2S01.C13

		14		F2S02.C14		F1S04.C14		M1S03.C14		M2S01.C14				14		M2S02.C14		M1S04.C14		F1S01.C14		F2S03.C14

		15		M1S04.C15		M2S02.C15		F1S01.C15		F2S03.C15				15		F2S04.C15		F1S02.C15		M2S03.C15		M1S01.C15

		16		F1S02.C16		F2S04.C16		M2S03.C16		M1S01.C16				16		M1S02.C16		M2S04.C16		F2S01.C16		F1S03.C16





Conditions

		#		Exp.1a,b,d - Condition				#		Exp.1c - Condition

		C01		CuT A -26 dBov				C01		CuT A, -26 dBov

		C02		CuT A -16 dBov				C02		CuT A, -16 dBov

		C03		CuT A -36 dBov				C03		CuT A, -36 dBov

		C04		CuT A 2-tandem				C04		CuT A 2-tandem

		C05		CuT B -26 dBov				C05		CuT A @16 kbit/s, -26 dBov

		C06		CuT B -16 dBov				C06		CuT A @16 kbit/s, -16 dBov

		C07		CuT B -36 dBov				C07		CuT A @16 kbit/s, -36 dBov

		C08		CuT B 2-tandem				C08		G.722@48kbit/s, -26 dBov																																		1

		C09		CuT C -26 dBov				C09		CuT B, -26 dBov

		C10		CuT C -16 dBov				C10		CuT B, -16 dBov

		C11		CuT C -36 dBov				C11		CuT B, -36 dBov

		C12		CuT C 2-tandem				C12		CuT B 2-tandem

		C13		G.722@48kbit/s, -26 dBov				C13		CuT B @16 kbit/s, -26 dBov

		C14		G.722.1@24kbit/s, -26 dBov				C14		CuT B @16 kbit/s, -16 dBov

		C15		G.722@48kbit/s, -36 dBov				C15		CuT B @16 kbit/s, -36 dBov

		C16		G.722@48kbit/s, -26 dBov, 2 Tandem				C16		G.722@56kbit/s, -26 dBov

		C17		G.722@56kbit/s, -26 dBov				C17		CuT C, -26 dBov

		C18		G.722.1@32kbit/s, -26 dBov				C18		CuT C, -16 dBov

		C19		G.722@56kbit/s, -36 dBov				C19		CuT C, -36 dBov

		C20		G.722@56kbit/s, -26 dBov, 2 Tandem				C20		CuT C 2-tandem

		C21		G.722@64kbit/s, -26 dBov				C21		CuT C @16 kbit/s, -26 dBov

		C22		G.722.1@24kbit/s, -36 dBov				C22		CuT C @16 kbit/s, -16 dBov

		C23		G.722@64kbit/s, -36 dBov				C23		CuT C @16 kbit/s, -36 dBov

		C24		G.722@64kbit/s, -26 dBov, 2 Tandem				C24		G.722@64kbit/s, -26 dBov

		C25		G.722.1@32kbit/s, -36 dBov				C25		MNRU, Q = 10 dB

		C26		MNRU, Q = 10 dB				C26		MNRU, Q = 15 dB

		C27		MNRU, Q = 16 dB				C27		MNRU, Q = 20 dB

		C28		MNRU, Q = 22 dB				C28		MNRU, Q = 25 dB

		C29		MNRU, Q = 28 dB				C29		MNRU, Q = 30 dB

		C30		MNRU, Q = 34 dB				C30		MNRU, Q = 35 dB

		C31		MNRU, Q = 40 dB				C31		MNRU, Q = 40 dB

		C32		Direct				C32		Direct

		#		Exp.2 - Condition

		C01

		C02		CuT A @16 kbit/s, 3% RFER

		C03		CuT A @20 kbit/s, 3% RFER

		C04		CuT A @24 kbit/s, 3% RFER

		C05

		C06		CuT A @16 kbit/s, 3% double RFER

		C07		CuT A @20 kbit/s, 3% double RFER

		C08		CuT A @24 kbit/s, 3% double RFER

		C09

		C10		CuT B @16 kbit/s, 3% RFER

		C11		CuT B @20 kbit/s, 3% RFER

		C12		CuT B @24 kbit/s, 3% RFER

		C13

		C14		CuT B @16 kbit/s, 3% double RFER

		C15		CuT B @20 kbit/s, 3% double RFER

		C16		CuT B @24 kbit/s, 3% double RFER

		C17

		C18		CuT C @16 kbit/s, 3% RFER

		C19		CuT C @20 kbit/s, 3% RFER

		C20		CuT C @24 kbit/s, 3% RFER

		C21

		C22		CuT C @16 kbit/s, 3% double RFER

		C23		CuT C @20 kbit/s, 3% double RFER

		C24		CuT C @24 kbit/s, 3% double RFER

		C25		MNRU, Q = 8 dB

		C26		MNRU, Q = 16 dB

		C27		MNRU, Q = 24 dB

		C28		MNRU, Q = 32 dB

		C29		MNRU, Q = 40 dB

		C30		G.722@48kbit/s, error-free

		C31		G.722@64kbit/s, error-free

		C32		G.722@56kbit/s, error-free






