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Introduction
In its LS response in R2-133030 and R3-131600, RAN2 and RAN3 have provided feedback on the CN-based UPCON solution option. This paper discusses the feedback from RAN2 and RAN3, and proposes text to capture the RAN2 and RAN3 conclusions as well as the indicated further work in the UPCON TR 23.705. 
Feedback from RAN2 and RAN3 to SA2

Congestion detection criteria

The criteria by which RAN detects congestion and notifies the CN is already considered an item for further study in TR 23.705. In its LS response, RAN2 has indicated that “RAN2 has not identified any currently specified implementation independent metrics indicating the level of congestion to CN”. Further, RAN2 has concluded that the following three of the standardized L2 measurements specified in TS 36.314 are not suitable as congestion criteria: PRB usage, Scheduled IP throughput, Packet discard rate. Similarly, RAN3 has indicated that “There are no ‘implementation-independent criteria’ that can let the RAN determine whether it experiences user-plane congestion.” Existing RAN parameters “are not suitable to reflect the status of user plane congestion in an implementation-independent way”.
It is proposed to document the results of the RAN2 and RAN3 discussions related to the lack of RAN metrics for congestion detection and the issue of implementation dependence of the RAN metrics which makes it difficult to ensure consistency of CN actions. In case of proposals on metrics for indicating the level of congestion to the CN, the solutions should be documented and evaluated by SA2, RAN2 and RAN3. 
Performance of CN-based solution
RAN2 has indicated concerns about the performance of the solution: “If SA2 is intended to introduce some new congestion mechanisms, RAN2 would like to address that new mechanisms should not compromise system capacity. […]It is a general understanding that congestion control should be close to the bottleneck link in order to get as much and as timely information as possible. Otherwise link under-utilization can occur.”
The following aspects have been already mentioned which risk the performance of the CN-based solution:
· CN-based solutions need to act on limited information that is sent from RAN to CN. 

· The information sent from RAN to CN is averaged and delayed; hence CN cannot follow the quick changes in the RAN. As the CN does not have up to date information of the congestion situation in RAN, it may throttle packets too aggressively based on outdated information leading to the underutilization of the radio resources. Similarly, the CN may throttle too little based on outdated information, which may not satisfy the operator intentions with the solution. 
· A feedback control system with delay in the feedback loop and using a scalar as the feedback may result in oscillating behaviour between a higher congestion level with more strict CN traffic throttling rules and a lower congestion level with less strict CN traffic throttling rules. The performance of such an oscillating system is hard to make consistent, and may be sub-optimal in terms of e.g. system throughput and radio resource utilization.  

· The CN cannot have accurate information about the current available capacity in the RAN, because available RAN capacity changes frequently depending on radio channel conditions . Without knowing the current available RAN capacity, it is very difficult to determine how much to throttle traffic in the CN. Throttling traffic too aggressively in the CN results in under-utilization of resources.
· UEs may be connected to multiple cells. The CN may not be aware of all the cells serving the UE and therefore it may not be possible to trigger traffic reduction actions in a consistent way for all the UEs that contribute to the cell congestion.
· A single RAN resource such as a cell may be managed by multiple independent PGW or PCRF entities in the CN, some of which may even be at a different PLMN for roaming subscribers. With separate un-coordinated management of different subsets of users of the same RAN resource,  it is difficult to reach consistency and good performance. 
Due to the aspects raised above, there is a high risk that CN-based solutions may lead to significant performance degradation under realistic circumstances. A thorough performance analysis is required to understand to what extent the CN-based solution is exposed to these issues and under what circumstances and to what extent would it improve or degrade the system capacity before introducing the solution into the SA2 and RAN specifications. 
Moreover, the general principle highlighted by RAN2 “It is a general understanding that congestion control should be close to the bottleneck link in order to get as much and as timely information as possible. Otherwise link under-utilization can occur” shall be taken into account. This principle suggests that congestion control is performed in the RAN or as close to it as possible. The latter questions the validity of the closed loop solution concept. 

Hence, it should be demonstrated how closed loop solutions do not compromise system capacity. This should be validated by RAN2 and RAN3 before any decisions can be taken. 
Further information on CN-based congestion mitigation

RAN2 has indicated that “If SA2 considers that RAN2 should work more on suitable congestion indicators, then RAN2 would like to obtain further information on how SA2 expects to use congestion information from the RAN in the CN.” Since additional RAN2 work is necessary to complete the work, SA2 needs to provide further information on the CN-based mitigation to allow RAN2 progress. 

The current description outlines the policy based mitigation framework, but it leaves it open how the traffic shaping parameters are determined. For setting the parameters, one faces the issue that too little traffic throttling (translating to high bitrate shaping parameters) does not achieve efficient congestion mitigation; while too much traffic throttling (translating to low bitrate shaping parameters) risks system under-utilization and oscillating behaviour. A more concrete description is needed on how to set the CN throttling parameters. Such a description can enable RAN2 to analyse the solution in more details.
Co-existence of RAN mechanisms with CN-based based congestion mitigation 
RAN2 writes that “RAN2 would also like to point out that there are already mechanisms in the eNB to cope with congestion.  For example, the eNB schedules and prioritizes different bearers based on radio quality measurements and bearer characteristics. In case of severe congestion, the eNB may release bearers based on ARP. Furthermore, the eNB may handles congestion in a proactive manner e.g. with AQM.  […] RAN2 would like to understand how SA2 intended mechanisms would work together with RAN2 mechanisms.”

Therefore, as part of the evaluation of the CN-based solution, an evaluation and RAN2 confirmation is needed to understand whether any unwanted inter-actions may result from the RAN congestion mitigation mechanisms that may be running in parallel to CN-based mitigation. 

Similarly, RAN3 expressed the wish of being informed about progress in this area: “to keep RAN3 updated on the progress of this work related to solutions/topics with RAN impacts”. Given that closed loop solutions imply RAN involvement and may possibly interact with mechanisms managed by RAN3 such as e.g., load balancing, ICIC, overload indication, RAN3 will need to be informed of the progress in SA2 on such subject to assess whether any unwanted interaction may occur.
Proposal

Based on the discussion above, it is proposed to document the RAN2 and RAN3 feedback to SA2 as follows. 

==================START FIRST CHANGE=======================

6.1
CN-based Solutions for RAN user plane congestion management

6.1.1
General architectural requirements 

The following is the list of architectural requirements to address RAN user plane congestion by CN-based solutions:

1. 
The network shall support RAN user plane congestion information transfer from the RAN to the Core Network. 

2. 
The solutions shall specify the RAN user plane congestion information sent to the Core Network.

3. 
The Core Network shall be able to use the RAN user plane congestion information in order to select and apply congestion mitigation measures for addressing the RAN user plane congestion. 

NOTE: 
Usage of RAN user plane congestion information will be described as part of the CN-based solution’s description, e.g., optimization over all flows/users in a cell.
4. 
The solutions shall address UE mobility aspects. 

5. 
The solutions shall address roaming UEs. 
6. 
The solutions should avoid additional overload in the network (e.g. signalling overload).

7. 
The solutions should document interaction aspects between RAN, CN and transport layer/application layer congestion mitigation measures, if applicable. Performance aspects (e.g., measurement averaging time) may be provided.


Editor’s Note: The co-existence with existing non-UPCON RAN congestion mitigation mechanisms are to be evaluated. The results are to be confirmed by RAN2 and RAN3. 
8. 
The solutions should document whether the mitigation measures are applicable for uplink and/or downlink traffic.
6.1.2
General description, assumptions and principles
This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The solution is based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion.

NOTE:
The RAN implementation for predicting or detecting RAN user plane congestion is outside the scope of 3GPP.

Editor’s Note: The semantics of the congestion notification of RAN user plane congestion is FFS. 
NOTE: The following L2 measurements standardized in TS 36.314 are considered to be not suitable as the basis for the semantics of congestion detection/notification: PRB usage, Scheduled IP throughput, Packet discard rate. 
Editor’s Note: It is FFS how different levels of congestion can be derived.
Editor’s Note: It is FFS whether per cell or per bearer granularity is used for congestion feedback.
P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block some traffic transmit to/from impacted users).
P3) The CN is made aware of which users are contributing to or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way. 

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements. 
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.
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