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Abstract of the contribution:

For GTP-U based congestion reporting solution, we propose a dynamic mechanism for configuring eNBs with respect to delivery of RCI.
Discussion

In TR 23.705 version 0.7.0, the GTP-U based congestion reporting solution needs still a description how congestion reporting can be configured. 
The question of congestion reporting granularity has already been discussed to some extent. It has become apparent that it may not be desired to do congestion reporting for every user, every bearer and under all conditions. 
Also, in subclause  6.1.5.1.1 we find this Editor’s Note:

Editor’s Note: Whether in case of home routed roaming it is sufficient to disable reporting of RCI for all HPLMNs or whether it is required to enable/disable RCI reporting for specific HPLMNs and how to achieve this is FFS.
Although it is formulated as a roaming issue, it can be discussed and resolved in the same context. Considering the roaming situation for home routed traffic, we certainly can find relationships between networks on different level of cooperation. We see here three aspects relevant: 

1) Sensitivity of congestion related information: e.g. a VPLMN being part of an operator group may have no issues to exchange congestion related information with a set of HPLMNs of inbound roamers (and also expect from them support for congestion mitigation). In contrast, with other HPLMNs this would be deemed too sensitive.

2) Availability of support functionality for congestion mitigation in HPLMN: clearly, it does not make sense to report congestion from a VPLMN to HPLMN when there is anyway no support for congestion mitigation.
3) Generally one can expect that in a roaming situation the home routed traffic amounts only to a small fraction of total traffic from a particular cell. Then it is also questionable if the effort spent by HPLMN for congestion mitigation is worthwhile, or if the VPLMN should suppress RCI reporting for selected users or for particular time intervals; this seems justifies as most likely roaming users pay higher tariffs.
It is assumed that in any case a static policy in eNB can be configured. Yet, from the above points it seems necessary that also a means for dynamic control of RCI reporting is required.
The control for RCI reporting can be seen, or made, similar to the already existing reporting mechanism, namely User Location Information (ULI) reporting, see TS 23.401 subclauses 5.9.1 and 5.9.2. This reporting scheme consists of signalling on several legs in the control plane: 

a) ULI can be subscribed by Policy and Charging Rule Function (PCRF); a corresponding event trigger is signalled via Gx to P-GW.

b) P-GW is able to control reporting by signalling via S5/S8 to S-GW and S11 to MME. 
c) Depending on the granularity: if cell level reporting is required, MME can instruct eNB via S1-MME/S1AP. 
For control of RCI reporting this base mechanism can be mirrored; the messages should be kept separate from ULI reporting (i.e. the extension should not be done by additional IEs in existing messages). Additionally, the procedural principles of signalling (in existing procedures and as standalone procedure) as described in 6.1.5.2.3.1 should apply.
The congestion related part can be conveniently added to the already existing reporting context in eNB. During mobility the congestion reporting context will then be transferred from the source to the target eNB; this ensures that no repeated signalling has to be done via the core NW, and that no interruption in reporting occurs. 

The RCI reporting context will contain at least the set of congestion level(s) to be reported. Also, it would be possible to include additional information for use in configuring the congestion reporting, e.g. a target latency/averaging time parameter, additional information to include (e.g. location information or not) and detailed conditions on when to include reporting in packets. 
Proposal

We propose to add the following changes to TR 23.705:
First Change

6.1.5.1
Solution 1.5.1: RAN User Plane congestion reporting by GTP-U extension

6.1.5.1.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in a GTP-U header extension of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.

At minimum, the RCI comprises of:

· The RAN user plane congestion notification. 

· The location of the congested RAN, such as the CELL ID, may also be included in the extension.
Editor’s Note: Whether the Cell ID and what additional information is required in RCI is FFS.
The user plane core network nodes such as the GGSN/PGW will inspect the GTP-U header and obtain the congestion information.  Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor’s Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. Once the congestion is detected, the RCI is included in all the uplink GTP-U packets.
NOTE:  In case where there is no uplink traffic, then the current RCI is indicated to the CN once the next uplink packet is sent.
For the home routed roaming case, it should be possible to configure the VPLMN so that the RCI is not reported from VPLMN to HPLMN.

Editor’s Note: Whether and how the CN passes RCI to other network elements (e.g. PCRF, OCS, TDF, AF) is FFS. 
In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to generate the congestion information in consideration of RAN sharing configuration.
The CN performs congestion mitigation measures based on received RCI.
Editor’s Note: Depending on which other network elements receive RCI (or a subset of RCI), those nodes may perform additional mitigation actions, which are FFS.
Second Change
6.1.5.1.x 
Dynamic configuration of RCI reporting
The dynamic configuration of RCI reporting can be specified equivalently to ULI reporting between PCRF and eNB. Additionally, the procedural principles of signalling (in existing procedures and as standalone procedure) as described in 6.1.5.2.3.1 apply.
The RCI reporting context will contain at least the set of congestion level(s) to be reported. Additional information for use in configuring of RCI reporting can be included, e.g. a target latency/averaging time parameter, additional information (e.g. CELL_ID) to include and detailed conditions on when to include RCI in packets.
During mobility the congestion reporting context will then be transferred from the source to the target eNB; this ensures that no repeated signalling has to be done via the core NW, and that no interruption in reporting occurs. 
End of Changes
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