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Abstract of the contribution: This contribution discusses a new Key Issue: Service Continuity for direct path communication for ProSe-enabled UE and proposes a solution for this key issue. As a conclusion, this contribution proposes that both key issue and solution to be included in TR 23.703.


1. Introduction

This contribution introduces a solution for service continuity to be included in TR 23.703

The solution addresses two problems with Service continuity 1) Service continuity when in network coverage and 2) Server continuity when moving out of network coverage.
Service Continuity when in network coverage: Two ProSe enabled UE’s that are communicating through the infrastructure path could be in proximity.  The IP flows that are used on the infrastructure path should be moved to the ProSe Communication path by maintaining service continuity. The following figure shows a high level description of the service continuity.
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In the above figure the flows are migrated from infrastructure path to the ProSe communication path.

Service Continuity when moving out of network coverage: A ProSe enabled public safety UE could be out of coverage and is relaying through the ProSe Relay UE through ProSe Communications. There needs to be service continuity for the 
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In the above figure UE2 was in coverage and lost coverage to the network.  UE2 uses ProSe communication towards to UE1 (acting as a ProSe relay node). Service continuity needs to be maintained when moving to out of coverage.
>>> Start Changes <<<
6.X Service Continuity for direct path communication for ProSe enabled UE’s.

6.X.1 Functional Description
6.X.1.1 Solution assumptions
When two UE’s are in proximity the traffic between the UE’s could be routed directly between the UE’s. For this solution it is assumed IPv6 is preferred option and the UE’s are communicating over IPv6 on the EPC path.
Note: IPv4 based solution is FFS.
6.X.1.2 Solution Architecture

Figure 6.x.1.2-1 shows the high level architecture of two UE’s that are ProSe enabled and in proximity.
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Figure 6.x.1.2-1: Solution for ProSe Service Continuity
The architecture shows two data paths; one is through the infrastructure path and the other one uses ProSe Communication path.

6.X.1.3 Solution Procedure

Figure 6.x.1.3-1 shows the procedure using EPS based discovery.
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Figure 6.x.1.3-1: Solution Procedure for Service continuity
1) UE1 performs RRC connection

2) UE1 attaches to the EPC through eNodeB and gets an IP Address

3) UE2 performs RRC connection

4) UE2 attaches to the EPC through eNodeB and gets an IP address

5 & 6) UE1 and UE register to the ProSe Server and Request for Proximity

7)  ProSe server notifies UE2 that UE1 is in Proximity and provides the details of UE1

ProSe Server may communicate the tunnel type and it’s parameters as part of the proximity notification.

8 & 9) UE2 discovers UE1 and attaches to UE1.
10) UE2 retrieves Candidate list from UE1, this includes the IP Address that were allocated prior in Step (2)

Note: Mechanism for exchanging the candidate list is FFS.

11) UE1 checks its current IP flows with the candidate list, if any of the destination’s IP matches the candidate list; UE marks the IP flow(s) for tunnelling.
12) Tunnel is established.

13) Each IP Flow is carried over the tunnel that is marked in step (11).
Note: The tunnel could be either IP in IP or GRE tunnel and is FFS.
As described in the Figure 6.X.1.3-1, the application still uses the IP Address provided by the EPC and the tunnel uses the IP Address provided by the direct path.  
>>> End Changes <<<
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