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Abstract of the contribution:  This paper evaluates the proposed solutions by specifically considering the provided gains under different traffic and usage scenarios.
Introduction

This paper evaluates the small data solutions and recommends conclusions. The assumptions and criteria for the evaluation are provided under “General” serving as some introduction for the “evaluation” sections as below. Therefore there is no need to repeat this as an introduction for this paper. 
Proposed update for the TR
*************** All following text and table are new *****************************
Annex n: Evaluation of Small Data
Evaluation of solutions for efficient small data
Solutions proposed for both key issues (frequent small data and efficient small data) are considered here as solutions overlap somewhat with regard to their applicability for the two key issues. The main solution aspects are compared separately for efficient small data in the table below. Following aspects are considered: 

- Interface(s) for which traffic is reduced

- Interface(s) for which traffic increases


- How the use of the solution is controlled / over-usage prevented

- Whether it is affected by mobility/devices moving

- Impact on states and contexts

- Whether causing effects/impacts for other services

- Effects from node recovery or maintenance
Solutions in clause 5.1.1.3.4, 5.1.1.3.5, 5.1.1.3.7 and 5.1.1.3.9 are dropped and not considered as part of overall evaluation. 


The efficient small data solutions are numbered with their corresponding main heading number from the TR (i.e. 5.1.3.X for infrequent solutions) and “A”, “B”, … is used for the other small data solutions). For solution 1 “IP via NAS” it is assumed that the solution is updated and clarified as in a companion paper, which resolves some open issues, but also removes options/alternatives so that the evaluation can focus on a more specific description. For solution 2 “Optimised handling of C-plane connection for Small Data and Device Trigger Transmission without U-plane bearer establishment in E-UTRAN” it is assume that the main part of the solution for small data is covered by solution 1 “IP via NAS” so that no separate evaluation is provided. Only the aspect of transferred SMS without establishing DRBs is considered in the summary of the solutions.

In addition solution (A) “Core Network assisted eNB parameters tuning for small data transfer” for frequent small data is evaluated here as it may be used, within limits, also for efficient small data when not frequent. It is also of interest as the effort for providing it is moderate. The subset from the various options described by the solution is assumed. The MME stores information for the eNB for UEs that are in idle mode. Considering the usage for infrequent small data it is further assumed that this solution can be complemented by some extended connected mode DRX cycles as found to be useful under UEPCOP.  
	
	“IP via NAS” (1)
	“Small Data Service” (2+3)
	“Fastpath” (6A)
	“Connectionless” (6B)
	“Optimized SR” (8)
	“Long connected mode” (A)

	Reduces traffic for
	RRC, S1-MME, S11, S1-U 
	RRC, S1, S11, S1-U
	RRC, S1, S11, S1-MME/NAS
	RRC, S1, S11, S1-MME/NAS
	S11
	RRC, S1, S11, S1-MME/NAS

	Increases traffic for
	S1-MME/NAS (for MT small data), S11
	S1-MME/NAS, (for MT small data), T5, Tsp, S6m
	
S1-U, dummy packets for MT initiated traffic,
	
S1-U, dummy packets for MT initiated traffic
	)

S1-U, dummy packets for MT initiated traffic
	

	
	

	
	
	
	
	

	Feature control (usage control)
	MME controls,  changes to use DRBs when limits are exceeded 
	uplink and downlink usage/throughput limited by the messaging / data unit service model, by charging and subscription control
	
MME controls whether using FP or normal DRB.
	no functions to limit amount of data per RRC establishment; no transfer to use DRBs described
	
MME controls it
	RAN controls it

	Affected by mobility
	Low likelihood as connection time is short, existing NAS handling is used when it happens
	Low likelihood as connection time is short,  existing NAS handling is used when it happens
	may cause paging at MT data during cell change
	Without limiting usage per RRC establishment then cell reselection/mobility more likely and will cause overhead; optimisation only when using the same cells again, may lose MT data during cell change
	Not affected, existing handovers done
	Mainly for stationary devices as handover causes overhead

	Effects on SMS
 and MM
	none
	none
	MME treats the UE as ECM-idle UE; LI for location or activity in MME and activity notification for SMS not updated during data transfer, but at TAU; 
	, MME treats the UE as ECM-idle UE; LI for location or activity in MME and activity notification for SMS not updated during data transfer, but at TAU;
	none
	none

	Effects on states and contexts
	none
	

Small data transfer bases on contexts in MME and HSS
	The PDN connection/bearer context has additional security information in UE and SGW, dynamic S1-U context in eNB 
	for mobile UEs (multiple) additional security contexts in UE and eNB, S1-U traffic based context update in eNB and SGW
	None (only new way to establish S1-U)
S1-U traffic based context update in eNB and SGW
	Dependent on usage, may drastically increase contexts and RRC connections in eNB

	

	
	
	
	
	
	

	Effects from node recovery or maintenance
	Any node holding a PDN related context may cause reattach affecting all those nodes
	Any node holding a PDN related context may cause reattach affecting all those nodes;
Transfer of small data independent from operational status of PDN connection


	Any node holding a PDN related context may cause reattach affecting all those nodes
	Any node holding a PDN related context may cause reattach affecting all those nodes; not the loss of that new eNB context 
	Any node holding a PDN related context may cause reattach affecting all those nodes
	Any node holding a PDN related context may cause reattach affecting all those nodes

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	Effects on application program-ming
	None, unless device triggering is needed
	Need to choose between two data paths, API needed, if application needs more than small data
	None, unless device triggering is needed
	None, unless device triggering is needed
	None, unless device triggering is needed
	None, unless device triggering is needed

	summary
	provides gains specifically when infrequent small data are mixed with other data; 

	provides gains for  infrequent small data and when IP is not desirable (e.g. when the SCS/AS is behind a NAT or Firewall);

applications needs to choose between two different data paths when other than small data is to be transferred.

	provides gains for small data of any frequency, and both stationary and mobile,,however with higher efforts on new functionality 
UP activities not visible to MME; only TAU updates UE info in MME and triggers SMS notify


	gains for frequent and infrequent small data and if UE is stationary or low mobility then also gains for large data, i.e. whenthe UE uses the same cells again and the eNB still holds the context; however needs higher efforts on new functionality than solution (A);
UP activities not visible to MME; only TAU updates UE info in MME and triggers SMS notify
increases eNB contexts for moving devices


	Compared to normal Service Request it reduces only S11 signalling, increased S1-U processing ; faster available downlink path during Service Request
	provides better gains than (6A) or (6B) with similar drawback of maintaining the context/connection but much less efforts. Limited to devices that don’t move. 



Table 5.1.1.4-1: Comparison table for solutions for Infrequent Small Data







· 
· 

Evaluation of solutions for frequent small data
Three solutions are proposed. Solution (A) “Core Network assisted eNB parameters tuning for small data transfer” (short name: “Long connected mode”) is considered with a subset that limits the effort for providing it to some moderate extent. The subset from the various options is assumed to include the MME storing information for the eNB for UEs that are in idle mode.
Solution (B) “Push Proxy/Device Agent Function for reducing heartbeat/keep-alive of applications” is focusing on reducing specific periodic signaling like Solution (C) “Eliminate keep-alive packet by network-based always-on solution”. Both solutions are difficult to evaluate as both include several options qualifying for multiple separate solutions.

The evaluation considers also the infrequent small data solution proposals as at least some indicate usefulness for frequent small data. The details of those are already compared in clause “5.1.1.4
Overall Evaluation”. Here mainly the specifics for frequent small data are considered.
(A) “Core Network assisted eNB parameters tuning for small data transfer” (short “Long connected mode”) is most preferable approach when there is low/no mobility as bring considerable gains with limited efforts.

(B) “Push Proxy/Device Agent Function for reducing heartbeat/keep-alive of applications” can avoid frequent small data when the actual user data is infrequent. Specific usage scenario is keep-alive/heartbeat. It is a viable approach, but largely out of 3GPP’s scope. It requires applications to adopt it.
(C) “Eliminate keep-alive packet by network-based always-on solution” can avoid frequent small data when the actual user data is infrequent. Specific usage scenario is keep-alive/heartbeat. It is a viable approach, but largely out of 3GPP’s scope. It requires applications to adopt it.
 “IP via NAS” (1) is not efficient for this usage, specifically not for higher frequencies of data transfers.

“Small Data Service” (3) is not efficient for this usage, specifically not for higher frequencies of data transfers. However for the specific scenario where the frequent small data are only user plane keep-alive and the user data is infrequent small data the solution may be a viable approach and becomes a similar approach to (B) and (C), also requiring the application to adopt it.
“Fastpath” (6A) reduces certain signaling. However the specific S1-U operation increases user plane processing efforts. Other issues as described under infrequent small data.
“Connectionless” (6B) reduces certain signaling. However the connectionless S1-U operation increases user plane processing efforts. Other issues as described under infrequent small data.
“Optimized SR” (8) has less S11 signalling. However the specific S1-U establishment  increases small data packet processing i Other issues as described under infrequent small data. Main value proposition seems the possibly faster available downlink path during Service Request.

Summary for Frequent Small Data:

Most preferable is long connected mode (Core Network assisted eNB parameters tuning for small data transfer) for scenarios with at least longer periods of low/no mobility. The effort for it is low (for the assumed subset of functionality) and the gains are good. 
From the solutions for infrequent small data, there are no solutions that are preferable for frequent small data. They all include some per packet or per data unit processing, which makes them inefficient for frequent usage. 

Solutions (B) and (C) and also “IP via NAS” can reduce signaling for specific scenarios of keep-alive or heart beat traffic. However, those solutions require the application to adopt mechanisms, which are out of scope of 3GPP.

The only preferred solution for frequent small data is keeping the device in long connected mode for devices that don’t move for longer periods.  It is recommended to specify only a subset of the described assistance parameters in the long connected mode (A) solution. RAN2 in their LS response mentioned that eNB/RNC parameters are RAN implementation specific and should not be transferred to/from other network nodes. Therefore decision for any specific assistance information coming from the CN to support eNB determining parameters should be left to RAN groups.
�Traffic remains the same, no increase in traffic or signalling.


Frank: all S1-U solutions generate extra uplink packets  at least for MT initiated data.


�Added in latest update proposal


�No need to limit data per RRC establishment


�Is “SM” intended?? Frank: SMS is intended


�This was meant as assuming say 1 Mio small data devices get added. This needs capacity in …. As none of the solutions provides “new/additional capacity” for existing nodes. 





�Is the same as the following row, only if path not same for small and other data the selection of a data path is needed; further do only the last two solutions work for any data, the other solutions change from solution to normal data handling


�Undescribed feature with high specification impact


�Doesn’t simplify as is changes nothing compared to state of the art


�Still a reduction compared to SR


Frank: the reduction is in the other row; there is no reduction for S1-U
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