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Abstract of the contribution: Introduces a new solution for GTP-C Overload Control.

1. Introduction
In order to cater to Scenario#8 of TR 23.843 section 4.9, and in accordance with section 6.5.2, this contribution proposes a GTP-c overload control solution. 

1.1 What is lacking in current GTP overload mechanism? 

Currently, to mitigate an overload situation the existing solution with the APN Back-off timer is used.
However, the existing solution for GTP-C overload handling (i.e. the APN Back-off timer) has some drawbacks:

· The back-off timer is only sent in case of reject in a Create Session Response. This makes it not possible to stop or change the back-off time as no additional Create Session Request will be sent during the initial back-off time. This also reduces the possibility for a graceful handling of a possible impending overload situation, as the node cannot trigger reducing the rate of incoming messages before it reaches critical overload situation.

· The Back-off timer has only an on/off functionality. 
· The existing Back-off timer is only handling overload per APN and not on a node level. 

· No Serving GW overload handling exists.

Thus, APN back-off timer does not allow the possibility to define smooth overload control mechanism. Further, any back-off timer (e.g. nodal back-off timer) related mechanism will have similar drawbacks. Therefore, this solution proposes a new optional feature for “GTP-c Overload Control” as described herein.

1.2 Overload information

1.2.1 What gets included here?

Per 23.843 section 6.5.2.1, overload information is defined as:

Overload information reflects an indication of when the originating node is running above its nominal capacity which may cause severe issues in handling the incoming traffic.
 This information when transmitted between GTP-c nodes may be used to reduce / throttle the amount of GTP-c signalling traffic between the GTP-c nodes.

A GTP-c node is said to be in overload when it is operating over its nominal capacity resulting in diminished performance (including impacts to handling of incoming and outgoing traffic). At such point, the overloaded node includes “Overload Information” in existing GTP-c message(s) which assists the receiving node to take appropriate mitigation measures.

NOTE:
At minimum, when permitted (see 1.4 and 1.5), at least the current operating overload level (e.g. 95%), is to be included by the overloaded node. Additional information (like validity-period, throttle rate, message scope etc) which may better assist in appropriate overload mitigation actions by receiving node may also be included. However, the exact content of Overload Information is left up to Stage 3.
1.2.2 Which nodes can include this?

When in overloaded state, PDN GW and SGW, depending on configuration, include Overload Information towards MME/SGSN.

PDN GW(SGW(MME/SGSN

SGW(MME/SGSN


NOTE: Inclusion of Overload Information on S10 (between two MMEs), S3 (MME – SGSN) or S16 (between two SGSNs) is not seen as beneficial.
NOTE:
The analysis of whether transmission of Overload Information is required in MME/SGSN(SGW(PDN GW direction is left up to CT4. The reason being SA2 realizes that although per SA2 design principle, PDN GW is not aware of the serving MME for a given PDN connection, CT4 has defined in EPC Node Restoration feature (for which CT4 had Stage 2 ownership) means to pass serving MME’s IP address to PDN GW. If Overload Information is passed in MME/SGSN(SGW(PGW direction, then care should be taken that PDN GW acts on the correct serving MME for that PDN connection at any given point of time (e.g. during inter-MME TAU w/o SGW change procedure, address of new MME may not be conveyed to PDN GW. If old MME was overloaded, but new MME isn’t then PDN GW should not act on the overload information). 
1.2.3 When is it included?

For GTP-c nodes supporting this feature, Overload Information can be included in 

· Any response messages by PDN GW and SGW AND

· Any SGW and PDN GW initiated requests

NOTE:
Depending on CT4’s analysis of whether Overload Information is required in MME/SGSN(SGW(PDN GW direction Overload Information can be included in any MME/SGSN-initiated request messages and MME/SGSN response messages
In either PDN GW initiated messages (e.g. Update Bearer Request) or response messages to MME/SGSN (e.g. Create Session Response) PGW may include its Overload Information towards peer SGW.

In either SGW initiated messages (e.g. Downlink Data Notification) or response messages to MME/SGSN (e.g. Create Session Response) SGW may include its Overload Information towards peer MME/SGSN. If SGW had received overload Information from peer PGW, then it also includes PGW’s Overload Information towards peer MME/SGSN.

Interval at which Overload Information is to be included by PDN GW or SGW is configurable on PDN GW and SGW respectively, it shall not add significant additional load to each peer node.
NOTE:
Interval determination is left to stage 3. 
NOTE:
Depending on CT4’s analysis of whether Overload Information is required in MME/SGSN(SGW(PDN GW direction, similar configuration-based criteria for inclusion of  Overload Information applies to MME/SGSN.
1.2.4 What are expected actions from involved nodes when Overload Information is included?

When Overload Information is included by PDN GW, MME/SGSN may perform, by taking Overload Information into consideration, the following overload mitigation measures to allow overloaded PDN GW time to recover:

· Mitigation measures already defined in existing specifications e.g. (list is not exhaustive)

· Apply (E)MM or (E)SM backoff timers to affected UEs
· Select alternative PDN GW(s)

· Disconnect affected PDNs

· Detach affected UE(s)
· Additional Mitigation measures

· There may be implementation specific non-standards mechanism applied.

When Overload Information is included by SGW, MME/SGSN may perform, by taking Overload Information into consideration, the following overload mitigation measures to allow overloaded SGW time to recover:

· Mitigation measures already defined in existing specifications e.g. (list is not exhaustive)

· Apply (E)MM backoff timer to affected UEs

· (From Rel-12) Perform SGW relocation w/o mobility
· Disconnect PDN(s)

· Detach affected UE(s)
· Additional Mitigation measures

· There may be implementation specific non-standards mechanism applied.

NOTE:
Depending on CT4’s analysis of whether Overload Information is required in MME/SGSN(SGW(PDN GW direction, Stage 3 is requested to consult with SA2 prior to agreeing on overload mitigation measures performed by SGW and PDN GW.
1.3 How is support for this feature learnt?

Since the feature “GTP-c Overload Control” is optional, an explicit capability negotiation is not warranted. When overloaded, the GTP-c node sends Overload Information based on whether local configuration allows for it. 

In case the peer node to the overloaded node does not support this feature, the received Overload Information is discarded by the peer node.
As an implementation option, in case of Home routed traffic, upon receiving Overload Information from an overloaded PDN GW, in addition to MME/SGSN performing necessary actions, SGW may also perform necessary actions (e.g. reject messages on behalf of the overloaded node).

NOTE: This is to ensure that in case some MME/SGSNs in a VPLMN do not support GTP-c overload control feature, but SGWs do, then SGW can take appropriate actions to facilitate HPLMN’s overloaded PDN GW(s) to recover.

1.4 Roaming Support

Inter PLMN GTP-C overload will be handled as part of advertisement of support for this feature.
1.5 Network Sharing Support

MOCN
No special considerations for MOCN are expected due to this feature.

GWCN

No special considerations for GWCN are expected due to this feature.

2. Proposal for TR 23.843 changes
Note: the section numbers in this P-CR is following the new proposed structure of the TR.

Start of Change
8.Y
Solutions for Overload control of GTP-C node
8.Y.0
General

This clause defines various solutions for overload control of GTP-C nodes. 
8.Y.1
Solution 1: Using Overload Information
8.Y.1.1
Description
The solution complies to the framework described in section 8.2
"Overload Information" reflects an indication of when the originating node is running above its nominal capacity which may cause severe issues in handling the incoming traffic. This information when transmitted between GTP-c nodes is used to reduce / throttle the amount of GTP-c signalling traffic between the GTP-c nodes. In other words, the “Overload Information” provides guidance to the receiving node to decide actions which leads to mitigation towards the sender of the information.
A GTP-c node is said to be in overload when it is operating over its nominal capacity resulting in diminished performance (including impacts to handling of incoming and outgoing traffic). At such point, the overloaded node includes "Overload Information" in existing GTP-c message(s) which assists the receiving node to take appropriate mitigation measures.

NOTE 1:
Additional information (like validity-period, throttle rate, message scope etc) which may better assist in appropriate overload mitigation actions by receiving node may also be included. However, the exact content of Overload Information is left up to Stage 3 with the goal that when different GTP-C nodes supporting the same function receive the same “Overload Action”, the same system level mitigation result should be achieved.
It shall be possible to run the node congestion control (added as part of Rel12 CNO) in parallel and concurrently with existing congestion control mechanism (e.g. with PGW APN back-off timer related congestion control mechanism).
8.Y.1.2
Applicability
When in overloaded state, PDN GW and SGW, depending on configuration, include Overload Information towards MME/SGSN. When the SGW receives PGW's Overload Information it shall forward it to the MME/SGSN.
When in overloaded state, MME/SGSN, depending on configuration, include Overload Information towards PDN GW and SGW. When the SGW receives MME/SGSN's Overload Information it shall forward it to the PGW.
NOTE 1: It is FFS whether in this release of the specifications Overload Information is included over S10 (between two MMEs), S3 (MME – SGSN) or S16 (between two SGSNs).

NOTE 2:
If Overload Information is passed in MME/SGSN(SGW(PGW direction, then care should be taken that PDN GW acts on the correct serving MME for that PDN connection at any given point of time (e.g. during inter-MME TAU w/o SGW change procedure, address of new MME may not be conveyed to PDN GW. If old MME was overloaded, but new MME isn’t then PDN GW should not act on the overload information). 

The Node level overload Control may run independently from the APN overload control.
8.Y.1.3
Messages and Inclusion Period
For GTP-c nodes supporting this feature, Overload Information can be included by piggybacking it over existing signalling messages:
· Any response messages by PDN GW and SGW;
· Any response messages by MME/SGSN;
· Any SGW and PDN GW initiated requests
· Any MME/SGSN initiated requests

If SGW had received overload Information from peer PGW, then it also includes PGW’s Overload Information towards peer MME/SGSN.
If SGW had received overload Information from peer MME/SGSN, then it also includes MME/SGSN's Overload Information towards peer PGW.

The transfer of the overload Information shall not add significant additional load to each peer node. The calculation of overload Information should not severely impact the resource utilization of the node.
NOTE 1: It is up to stage 3 to define exact mechanism when the "Overload Information" is to be transferred. 
NOTE 2: The way for a node to compute its overload information is implementation dependant. 

8.Y.1.4
Expected Actions from involved nodes when Overload Information is received
Please refer to clause 8.2.4.
8.Y.1.5
Advertising Support of this Feature

Since this feature is optional GTP-c node is to send Overload Information based on whether local configuration allows for it.

NOTE1: Stage 3 is free to decide if explicit indication to advertise/negotiate support of this feature is needed or not. 

In case the peer node to the overloaded node does not support this feature, the received Overload Information is discarded by the peer node.

8.Y.1.6
Roaming Consideration
Inter PLMN GTP-C overload will be handled as part of advertisement of support for this feature i.e. section 8.Y.1.5.
8.Y.1.7
Network Sharing Support

MOCN

No special considerations for MOCN are expected due to this feature.

GWCN

No special considerations for GWCN are expected due to this feature.

End of Change
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