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Abstract of the contribution: A framework is proposed for operators to be able to control RAN QoS handling at low and high congestion levels separately. A flexible packet marking approach enables the use of the operator control of RAN congestion handling both for packet flows within a bearer as well as between bearers.
Introduction
SA2#96 has documented UPCON solution 3 that is able to differentiate IP flows mapped to the same QCI. The packet marking can be a useful tool to further extend the capabilities of the 3GPP bearer based QoS model. On the other hand, it is not clear how the operators can control the RAN congestion handling of the differently marked packet flows. This paper proposes an approach to give operators more control over the RAN handling at different levels of congestion. We also discuss the relationship with the bearer QCI, as well as how the interpretation of the marking is affected by the proposed solution.
RAN congestion level specific QoS targets
The FPI (Flow Priority Indicator) documented in TR 23.705 establishes a relative priority relationship between the packet flows with different markings. The solution does not use a strict priority relationship though, as that would lead to starvation of lower priority traffic during congestion which is not intended. The solution leaves it for vendor implementation how the starvation is avoided. That means that the actual resource sharing will be different from a priority mechanism, and operators may have difficulty to control the intended resource sharing in a consistent way since the type of starvation avoidance is not known. Therefore the FPI value in itself may not be sufficient to establish a predictable resource sharing policy for the operator under different levels of congestion. While the solution suggests the use of SCI in addition, it is not clear to what extent that improves the operator control over the resource sharing policy.
Note also that with certain resource sharing policies it may be difficult to establish a relative priority relationship between the traffic flows. For example, an operator may want to reduce the web traffic at lower congestion level to improve the video experience; while at high congestion level it may want to reduce the video traffic to ensure an acceptable web experience. In this example, the relative priority of web and video flows depends on the congestion level. 
To increase the level of operator control over the RAN congestion handling, we propose to define QoS targets for low and high congestion levels. The QoS targets apply to a traffic flow with a given combination of packet marking and bearer QCI, and determine the QoS treatment at low and high congestion levels. The details of what type of QoS targets to support are left for each RAN vendor to implement. However, each vendor is required to allow the operator to configure QoS targets for low and high congestion levels for a given packet marking and QCI combination, making sure that the operator has the necessary means to control the RAN congestion handling. In this way, a common framework for user plane congestion handling shall be supported for all vendors. The operator can use O&M to configure the QoS parameters that determine the QoS targets for low and high congestion for a given combination of packet marking and bearer QoS. It is FFS how and to what extent the useage of the QoS targets shall be described in the specifications.
Figure 1 shows an example where the QoS targets are expressed in terms of target bitrate settings at low and high congestion levels. The figure shows exemplary traffic classes (TCs) that can be differentiated using a combination of packet marking and/or bearer QCI. These traffic classes can be defined based on service/application category, subscription, or other policy criteria. In this example, we differentiate background downloads; use a separate traffic class for regular best effort traffic depending on subscription (normal or premium); and differentiate over the top video and operator provide video services. The big bullets in the figure represent the QoS targets that the operator can set explicitly, separately for low and high congestion levels. This gives the operator a tool to set how the different traffic classes share the available resources in relation to each other at a given congestion level. In this example, OTT video is allocated more resources than best effort at low congestion level, while OTT video is allocated less resource than best effort at high congestion level. The exact determination of the congestion level is vendor specific, however the congestion level is determined such that the QoS targets for the given congestion level are feasible. Note that the performance at intermediate congestion levels is expected to be in between the explicit low and high congestion targets, based on vendor specific implementation. There can of course be other types of QoS targets that are not excluded by the example given here.
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Figure 1 Example with bitrate as the QoS target per congestion level

Figure 2 shows the granularity of QoS targets for the proposal. There are two tools available for the operator to identify traffic classes in the RAN: today’s bearer based traffic differentiation based on QCI and packet marking. The solution uses different QoS targets on a per QCI, per packet marking and per congestion level basis. For each QCI, packet markings are associated with different QoS treatment, and a default QoS treatment can be assigned for the traffic that has no packet marking present. For each congestion level, there are QoS parameters that the operators can set. It is required in this solution that each vendor implements these QoS targets according to this framework, while the exact definition of the QoS targets are vendor specific.
When bearer QCI is used for traffic differentiation, the QCI characteristics of the bearers shall always be observed. Hence, the QoS targets are applicable within the constraints set by the QCI characteristics. That still allows for the QoS targets to be applied. For example, it can be possible to use a set of non-standardized QCI values with similar characteristics for traffic differentiation, and use the QoS target settings for quantifying the expected RAN handling.
[image: image2.emf]UE1

RAN

CN

UE2

Marking#1

Marking#2

No marking, 

QCI#1 default 

…

Low 

congestion

High

congestion

Low 

congestion

High

congestion

Low 

congestion

High

congestion

QoS

target

QCI#1

QCI#2

Marking#i

No marking, 

QCI#2 default 

Low 

congestion

High

congestion

Low 

congestion

High

congestion

…

QoS

target

QoS

target

QoS

target

QoS

target

QoS

target

QoS

target

QoS

target

QoS

target

QoS

target


Figure 2 Parameter structuring for congestion level specific QoS targets

Table 1 shows that both bearer/QCI based traffic differentiation and packet marking based differentiation are possible to set congestion level specific QoS targets for UPCON. Bearer/QCI based differentiation is applicable to both uplink and downlink traffic, while packet marking applies to downlink only. Bearer based differentiation is already fully supported for LTE where terminals also support network initiated dedicated bearers, while this support is not yet widely deployed for 3G terminals. Packet marking based differentiation does not require terminal support for dedicated bearers. Packet marking can be used to define a higher number of traffic classes that can be used simultaneously. A combination of bearer based and packet marking based differentiation is also possible. 
When packet marking is used to differentiate traffic classes within a given QCI, the congestion level corresponding to the traffic classes in the bearers with the given QCI shall be similar – there can be differences based on the momentary traffic mix, and differences due to difference in radio channel conditions, but the congestion level is expected to increase or decrease similarly for these classes. It might be possible that traffic classes in a different QCI experience a different level of congestion because e.g., different delay requirements for different QCIs may lead to lower congestion levels in certain QCIs. When QCI is used to differentiate traffic classes which are assigned congestion level specific QoS targets, then the congestion level shall be similar over a set of QCI values. However, the QCI characteristics must be observed in this case.
Note that certain QCIs may be excluded from the congestion level specific QoS target concept for UPCON, e.g. QCIs which are used to deliver mission critical traffic with very low delay may get priority over other traffic and hence may experience no congestion.
	
	Bearer/QCI based differentiation
	Packet marking based differentiation

	Applies to
	uplink & downlink
	Downlink

	Terminal support for Network Initiated Dedicated Bearers
	Required
LTE – today
3G – tomorrow
	Not required

	Practical number of classes to differentiate:
	a few
	More

	Similar congestion level over
	set of QCIs
	within a QCI


Table 1: Traffic differentiation based on bearer/QCI vs. packet marking.
The congestion level specific QoS target framework represents a trade-off between vendor flexibility for implementation and standardization constraints. It might have been possible to design a strict QoS scheme which specifies concrete QoS parameters that must be implemented in the same way for all vendor’s platforms. However, such a strict definition of QoS parameters would make it impossible for the vendors to address the very quickly changing market trends. By defining a common framework in which all vendors can realize their own QoS scheme encourages competition where each vendor makes its best to maximize the user’s quality of experience and the operator’s requirements. Past history, in particular the abundance of QoS parameters of R99, have shown that it is impossible at standardization time to forecast the best QoS parameters and features that address the upcoming applications in a few year’s time. Flexibility in defining the QoS scheme can foster innovation and help improve the performance.
Despite the flexibility in the proposed scheme, there is still common framework where QoS targets are operator configurable on a per congestion level granularity. This common framework leads to the same parameter structuring for all vendors which is expected to avoid too big differences between vendors. As the QoS targets are configurable not only for a traffic class but also on a per congestion level basis, operators get control over the congestion handling for each RAN vendor. The possibility to set the QoS targets not only on a per QCI but also on a per packet marking basis gives a higher granularity of operator control. This more granular and more explicit congestion aware control allows operators to more accurately set the desired QoS policies via more parameters. While there may be certain differences in the actual details of QoS implementations, all vendors are expected to make the most important characteristics, such as bitrate, to be controllable depending on the congestion level. Due to this higher degree of operator control, we believe that the proposed scheme represents a good balance between innovative vendor QoS implementations to address market trends, at the same time allowing a higher degree of operator control for consistent QoS policies in multi-vendor environments. 

Packet marking interpretation

The RAN congestion level concept presented above gives a framework to define the congestion behavior for a given combination of QCI and packet marking. Given the framework in which operators can set the QoS targets for a traffic class, the packet marking itself does not need to carry any additional information regarding RAN packet treatment. Hence in this proposal we refer to the packet marking as FQI – Flow QoS Index. The FQI maps to QoS parameters that are configurable in the RAN. There is no need to standardize any FQI values. 

There is full flexibility in how the traffic flows are mapped to FQIs in the core network. A number of criteria can be used such as:

· Service category (such as web, file download, video, etc.)

· Application (such as YouTube, Skype, etc.)

· Subscription (such as Gold, Silver, Bronze)

· Header fields (such as a range of IP addresses or port numbers)

· Usage policies (such as heavy user, light user)

· Any combination of the above.
In this way, there is full flexibility in the core network to map traffic into FQI marked flows, or into bearers/QCIs, and full flexibility in the RAN to assign QoS parameters to the combination of FQI and QCI based traffic classification.
SCI and FPI are two other variants of packet marking that have been discussed in the UPCON context. The relationship of FQI to these markings is as follows.
FQI vs. SCI. The FQI is similar to the GERAN SCI in the sense that SCI marking values are currently not standardized. On the other hand, it was earlier discussed that some SCI values may be standardized, whereas standardization of FQI values is not assumed. Also, the SCI is typically associated with service category or application based classification, whereas the FQI is meant to allow any type of classification as discussed above. 

Hence, the FQI can be regarded as an evolution of the SCI approach which generalizes the concept and extends it to all 3GPP RATs. Existing rel-11 implementations of SCI for GERAN may also conform to the FQI marking. It is therefore suggested that the rel-11 SCI mechanism is evolved to the rel-12 FQI concept, and extended for all 3GPP RATs. The GERAN SCI based treatment may need to be evolved to implement the congestion level specific QoS targets as described above. This evolution is useful in order to harmonize the packet marking treatment for all 3GPP RATs according to the UPCON approach. This evolution is backwards compatible: as long as the packet marking formatting is backwards compatible on stage 3 level, rel-11 SCI implementations and rel-12 FQI implementations can co-exist in the same network, no matter whether some RAN nodes or some CN nodes are of a different release. This means that if there are existing realizations of SCI which can improve the radio resource efficiency, they can continue to be used in the context of the FQI approach.
FQI vs. FPI. The difference between these two markings is that FPI values carry a priority relationship, whereas FQI is merely an index which points to congestion level specific QoS targets configured in the RAN. FQI can be regarded as more general, and the operator can set the intended QoS policies for FQI in a more explicit way, specifically for low and high congestion levels. 
With FPI, it is possible to assign priorities to traffic flows, which ensure that a flow with higher priority gets better QoS than a flow with lower priority. However, it will not be known by how much the QoS is better for the high priority flow. The FQI approach defines a framework for quantitatively setting the expected QoS, and in that way improves the predictability and consistency of the expected QoS.
Summary

It is proposed to extend the current QoS framework with the following features.

· Introduce flexible packet marking (FQI – Flow QoS Index) to enable downlink QoS classification in the RAN within a bearer in addition to the downlink and uplink QoS classification with the current bearer model.

· Extend RAN QoS description with congestion level specific QoS targets per QCI per FQI marking.
Proposal

We propose to update TR 23.705 as follows.
--------------------------------START CHANGE--------------------------------------------

6.X
Solution X: Operator control of RAN congestion handling
6.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 
This solution addresses key issues #1, #2 and certain aspects of key issues #3, #4 and #5. The solution applies to non-GBR bearers.
The PGW/GGSN may mark downlink data packets with FQI – Flow QoS Index, identifying a specific RAN treatment that these packets should receive. There is full flexibility in how the traffic flows are mapped to FQI markings in the core network. A number of criteria can be used such as:

· Service category (such as web, file download, video, etc.)

· Application (such as YouTube, Skype, etc.)

· Subscription (such as Gold, Silver, Bronze)

· Header fields (such as a range of IP addresses or port numbers)

· Usage policies (such as heavy user, light user)

· Any combination of the above.
For GTP-based interfaces the FQI marking is provided in the GTP-U header of downlink user plane packets.
Editor’s note: How to deliver the FQI to the RAN with PMIP-based S5/S8 is FFS.
The RAN handling of a given traffic class at a certain congestion level is described by the RAN Congestion Handling Descriptor (RCHD) as will be describe below. The traffic class of a specific user is determined by the combination of QCI corresponding to the radio bearer and the FQI packet marking of the traffic flow. For each QCI, a traffic class is also defined by the QCI in combination with no FQI packet marking. For each traffic class, separate RCHDs are provided for the set of congestion levels {low, high}. Hence, the RCHD describes the RAN handling per QCI, per FQI, per congestion level.
Editor’s note: The number of congestion levels to be defined is FFS.
NOTE 1: One example for defining downlink traffic classes is that traffic flows with QCI=9 are differentiated by different FQI values. Another example for defining both downlink and uplink traffic classes is that traffic flows are differentiated into bearers with non-standardized QCI values, and no FQI marking is used. 
NOTE 2: Certain QCIs may be excluded from the RCHD based description.
In case of congestion, i.e., when the resource demand of traffic flows exceeds the available capacity, the RAN performs allocation of resources as described by the QCI characteristics and the RCHDs of the flows. In case of bearers with different QCI characteristics, the QCI based differentiation is applied first. The RAN then tries to allocate resources as described by the RCHDs of the flows corresponding to the lowest congestion level, within the bounds of the QCI characteristics; if that is not feasible it tries to apply the RCHDs at a higher congestion level. The RAN applies the lowest congestion level that is feasible within the bounds of the QCI characteristics. Hence the QCI characteristics of traffic flows always take precedence over the RCHDs of the traffic flows in determining the resource sharing. 

The RCHD shall be capable of expressing a bitrate which corresponds to the minimal amount of resources allocated to the given traffic flow at a given congestion level. The bitrates corresponding to the lowest congestion level that is feasible in the current resource situation are applied observing the QCI based constraints of the bearers. Once the RAN determines that the bitrate target cannot be achieved on a given congestion level, it tries to apply the bitrates for the next higher congestion level. The RCHD may express the RAN handling by other parameters as well, instead of or in addition to the bitrate. 

The RCHD may also describe how the radio channel quality is taken into account in the resource allocation under congestion. A user with a worse channel quality may experience a different performance at a given congestion level compared to a user with a better channel quality. By taking the channel quality into account, it may be possible to control whether a user with worse channel quality is being compensated by additional radio resources and to what extent such a compensation is done. Hence, RCHD parameters such as for example the bitrate may be combined with the consideration of the radio channel quality to determine the actual resource sharing.

The parameters applied for the selected RCHD are considered over an averaging period. The details of how the averaging is performed are implementation specific. The averaging may e.g., take into account how the packet arrivals are distributed over time.

In addition to enabling differentiated handling in congestion scenarios the RCHD may also be used to express an optimized handling of a certain traffic class to the RAN. Besides the RAN handling for general best effort traffic, the use of different RCHDs can for example make it possible to express an optimized handling for a certain types of application/service classes in order to further improve the radio resource utilization and/or user experience.
The RCHD is realized by one or more vendor defined parameters that are configurable via O&M. The RAN is required to enable the configuration of the RCHD on a per QCI, per FQI, per congestion level granularity. The standardization of the FQI values themselves are not necessary. Consistency of the RAN handling in a multivendor environment is ensured by the requirement for the same granularity of RCHD configuration, by the requirement that RCHD is capable of expressing a bitrate which corresponds to the minimal amount of resources allocated to the given traffic flow at a given congestion level, and by the requirement that the RAN applies the lowest congestion level’s RCHD that is feasible.
Regarding the relationship of FQI and rel-11 SCI, FQI is backwards compatible to SCI for GERAN and can be regarded as an evolution of SCI. The SCI is typically associated with service category or application based classification, whereas the FQI is meant to allow any type of classification. FQI allows operators to explicitly and quantitatively set the RAN handling at different levels of congestion, which is not supported by SCI. SCI is intended for application specific RAN optimizations, which is possible, although not required by the FQI approach.  
It is suggested that the rel-11 SCI mechanism for GERAN is evolved to the rel-12 FQI concept. The rel-11 GERAN SCI based treatment may need to be evolved to implement the RCHD based handling as described above. This evolution is useful in order to harmonize the packet marking treatment for all 3GPP RATs according to the UPCON approach. This evolution is backwards compatible: as long as the packet marking formatting is backwards compatible on stage 3 level, rel-11 SCI implementations and rel-12 FQI implementations can co-exist in the same network, no matter whether some RAN nodes or some CN nodes are of a different release. This means that if there are existing GERAN realizations of SCI which can improve the radio resource efficiency, they can continue to be used in the context of the FQI approach.
6.X.2
High-level operation and procedures
Overall the solution would work as described below (see Figure 6.3.2-1):

· After packet classification the GGSN/PGW derives the FQI to be provided in downlink user plane data packets based on configuration or based on the policies received from the PCRF.

Editor’s note: Whether the PCC rules and/or the ADC rules should be extended to achieve PCRF controlled marking of the FQI is FFS.
· When receiving the FQI in user plane packet, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1. 
· In the roaming case, the SGSN or the SGW may remap the FQI to a value used in the VPLMN based on a roaming agreement, or in the absence of a roaming agreement to a value that may be based on the HPLMN. Alternatively, the GGSN/PGW in the HPLMN may also set the FQI based on the VPLMN.
Editor’s note: Which alternative is applied in the roaming case is FFS.
· The RAN handling is determined by the QCI and the RCHD for the given combination of QCI and FQI of the traffic flow for the given congestion level, as described above. 
6.X.3
Impact on existing entities and interfaces
GGSN and PGW

· Marking of the Flow QoS Index (FQI) in downlink user plane data packets based on the policies received from the PCRF and the information collected after some form of packet inspection.

· Inclusion of the information needed to enable charging based on FQI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.
TDF

Editor’s note: The impacts on TDF, depending on selected mechanisms to support FQI marking, are FFS.

SGSN and SGW

· When receiving the FQI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1.

PCRF

· Provision of policies to control FQI marking.

OCS and OFCS
· Support for charging differentiation on the applied FQI based on the principles for PCC flow based charging
BSC, RNC and eNodeB

· Realize packet treatment taking into account the RCHD for the different congestion levels which can be set via vendor specific QoS parameters for a combination of QCI and FQI. 
Editor’s note: The impacts on existing entities and interfaces with PMIP-based S5/S8 are FFS.
Editor’s note: The impacts on existing entities and interfaces to support scenarios where the packet classification required to properly set the FQI value is performed by a TDF are FFS.
6.X.4
Solution evaluation
Editor’s note: The solution evaluation is FFS.
--------------------------------END CHANGE------------------------------------------------
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