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Abstract of the contribution: TCP traffic shall be handled carefully when RAN congestion mitigation is handled in CN. Otherwise, the user experience may be impacted dramatically. Therefore, TCP traffic shall be handled in a optimal way instead of simply dropping TCP traffic
1. Background
1.1 TCP Traffic are the majority on the network
Statistics show that TCP traffic dominates mobile internet, indicating that bandwidth limitation on TCP flows plays an essential role in RAN congestion mitigation. In some areas, almost 95% traffic in China Mobile’s 2/3G RAN networks are carried by TCP flows. Similar results are also reported in other operator’s networks. Another investigation on mobile Apps accessing Internet reveals that about nine of ten mobile Apps are heavy HTTP (carried exclusively on TCP flows) users. Therefore,

Observation 1: The congestion may generally be caused by TCP traffic. User plan overload mitigation handles TCP traffic mostly. 
Following Section 1.2 and 1.3 are cited the following link:
http://wiki.mikrotik.com/wiki/NetworkPro_on_Quality_of_Service#The_TCP_Window_Over-generalised
1.2 TCP’s window-based congestion control

A TCP window is the amount of data a sender can send on a particular TCP connection before it gets an acknowledgment (ACK packet) back from the receiver that it has gotten some of it.

For example if a pair of hosts are talking over a TCP connection that has a TCP window size of 64 KB (kilobytes), the sender can only send 64 KB of data and then it must stop and wait for an acknowledgment from the receiver that some or all of the data has been received. If the receiver acknowledges that all the data has been received then the sender is free to send another 64 KB. If the sender gets back an acknowledgment from the receiver that it received the first 32 KB (which could happen if the second 32 KB was still in transit or it could happen if the second 32 KB got lost or dropped, shaped), then the sender could only send another 32 KB since it can't have more than 64 KB of unacknowledged data.

The primary reason for the window is end-to-end congestion control. It is assumed that the whole network connection, which consists of the hosts at both ends, the routers in between and the actual physical connections themselves (be they fiber, copper, satellite or whatever) will have a bottleneck somewhere that can only handle data so fast. Unless the bottleneck is the sending speed of the transmitting host, then if the transmitting occurs too fast the bottleneck will be surpassed resulting in lost data. In this case, the TCP window throttles the "transmission speed" down to a level where data loss do not occur.

Observation 2: TCP window-based congestion control is the underlining control mechanism when TCP is designed. While, this may not well considered for wireless/cellular network.
1.3 TCP Sawtooth and TCP Synchronization

When data networks drop packets, TCP sessions that suffer packet loss will reduce their window size. Indiscriminate packet drops will (statistically speaking) signal the transmitting endpoints to slow their transmission rates, causing most of the senders to exponentially decrease their transmission rates simultaneously. This phenomenon is known as TCP synchronization, and it leads to bandwidth fluctuations on congested/regulated links. When synchronization occurs, senders reduce their transmission rates simultaneously, and slowly increase them again until links become congested—a process that then repeats itself.
Observation 3: Simply dropping TCP packet may dramatically impact TCP transmission rate and impact user experiences.
2. Discussions

When user plan congestion occurs, the user traffic shall be controlled to limit the transmission rate. While, the network shall still try to keep the RAN traffic load in a relative high level so that the user experience is not affect drastically and the traffic can still bring data profit to the operator. Therefore, the network policy may try to maintain the traffic load in certain level.

Such optimal handling of TCP traffic requirements cannot be satisfied by simple dropping TCP packages proportionally. This may potential wrongly interact with TCP’s built-in end-to-end congestion control mechanism, leading to TCP Sawtooth (throughput fluctuation of a TCP flow resultant from packet losses) and/or TCP synchronization. This affect user experience dramatically and the network utilization may also impacted. Therefore, mitigation solution shall try to avoid leading to some unexpected results such as the TCP Sawtooth and TCP synchronization.

Proposal

Based on above analysis, the following changes are proposed to the Section 6.2 in TR 23.705.
Beginning of Change

5.X 
Key Issue #X: TCP optimization for congestion mitigation
5.X.1
General description and assumptions

Some observation in operators networks show that TCP traffic is the major part of the IP traffic. Handling user plan congestion, in some sense, is handling those TCP traffics.
Unlike UDP flows which simply ignores packet losses and leave it to the application level for data retransmission, TCP guarantees a reliable in-order end-to-end transmission flow to the upper level and carries a built-in congestion control mechanism, which detects network congestion on packet losses and adapts its throughput accordingly. 

When user plan congestion occurs, the user traffic shall be controlled to limit the transmission rate. While, the network shall still try to keep the RAN traffic load in a relative high level so that the user experience is not affect drastically and the traffic can still bring data profit to the operator. Therefore, the network policy may try to maintain the traffic load in certain level.

Such optimal handling of TCP traffic requirements cannot be satisfied by simple dropping TCP packages proportionally. This may potential wrongly interact with TCP’s built-in end-to-end congestion control mechanism, leading to TCP Sawtooth (throughput fluctuation of a TCP flow resultant from packet losses) and/or TCP synchronization. This affect user experience dramatically and the network utilization may also impacted. Therefore, mitigation solution shall try to avoid leading to some unexpected results such as the TCP Sawtooth and TCP synchronization.

Optimal congestion mitigation approach shall be investigated for TCP traffics.
End of Change
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