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Abstract of the contribution: This contribution discusses in more detail than currently described the role of PGW/PCEF in congestion notification and mitigation handling. The underlying assumption is that congestion notifications are received at PCEF, either in the user or in the control plane.   

Introduction
Current UPCON TR 23.705v030, Section 6.1 contains a high-level description of a (sub-class of) core NW based solutions for RAN user plane congestion. A more specialized solution description is found in Section 6.2 (“RAN User Plane congestion awareness by GTP-U extension”); here congestion is notified to the PGW/PCEF in the user plane. More solution variants have been proposed and may be documented in the future; see e.g. [1], where congestion is notified in the control plane also to the PGW/PCEF. So, at least there is a whole class of solutions where PGW/PCEF is the destination of the congestion notification. 
It is now necessary to provide more details for the handling foreseen at this node. In particular, we think the following questions have to be answered:
1) How could congestion mitigation policies in PGW/PCEF look like? 

2) What is the handling related to such policies in PGW/PCEF and how dynamically are they configured/updated? 
3) How can the efficiency of the mechanism be achieved, also in complex deployment environments?
Discussion
How could congestion mitigation policies in PGW/PCEF look like?

As discussed in a companion document [2], we think that congestion mitigation policies for enforcement in the user plane should describe the congestion mitigation measure to be applied, taking into account service and user characteristics as well as congestion level. This allows an operator to apply different degree of mitigation measure or even different method of mitigation measure for different congestion situation/level. Table 1 gives an exemplary view of how on operator may want define such policies.
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Table 1: possible scheme for congestion mitigation policies in PGW/PCEF
In the example, the policy imposes a maximum data rate (including 0, which realizes a closed gate) for the traffic which has been identified as contributing to the congestion (i.e. of users currently served in congested cells). The maximum data rate could also be expressed in form of a range (e.g. between 1 – 2 Mb/s). As congestion mitigation measure the PGW/PCEF would then perform bandwidth limitation within this limit(s) in order to optimize the QoE of application traffic flows. Traffic belonging to service categories not listed would remain unaffected. 
As visible from table 1, the entries in the table are applied individually (i.e. on a per-user and per-service basis) if the corresponding user and service category matches a certain application flow. This implies that congestion policies need not be provided on a per individual user (or IP-CAN session), but only on a per user/service category basis; the Gx session concept would need to be generalized accordingly. In this respect we think that congestion mitigation policies should differ from current, per user policies as they are applied for charging and QoS. This would also enable the PGW/PCEF to operate more autonomously (according to the provided policies) and would help to reduce the signalling traffic between the PGW/PCEF. Independent of such optimizations, it should still always be possible to apply individual (per user/IP-CAN session) policy handling for congestion. In this case, congestion mitigation policy could be included in the signalling message of the existing procedures, e.g., IP-CAN session establishment, dedicated bearer activation, bearer modification.
Of course bandwidth limitation in the PGW/PCEF is not the only congestion mitigation measure; others may be packet marking (in the user plane) or bearer dropping (in the control plane). Table 1 can be naturally extended to the right (by adding additional columns) for including those, and such measures can also be applied in combination. 
NOTE: One issue appears with respect to bandwidth limitation for short lived traffic flows, like web traffic; they come like bursts per individual user, and therefore it does not seem feasible to apply bandwidth limitation measures on a per user basis. However, in this case we propose to apply policies on the traffic aggregate, in the sense that a COMMON congestion mitigation measure is applied to the respective data flows of ALL congested users/bearers. 
What is the handling related to such policies in PGW/PCEF and how dynamically are they configured/updated?

We assume that PGW/PCEF is provisioned with initial congestion mitigation policies at start-up. Since the PGW/PCEF can enforce these policies then autonomously once it becomes aware of a RAN user plane congestion, these should be sufficient as long as the target data rates defined as part of the policies can be met. If PCC is not deployed for congestion mitigation, these policies would be statically configured.
Only in the case that the currently available congestion mitigation policies cannot be met, the PCEF should ask the PCRF for an update (i.e. pull mode of policy provisioning). For this purpose PCRF functionality should be enhanced for congestion mitigation handling, e.g. by extending the current event reporting scheme. We suggest that the congestion-related events on Gx be tagged with the congestion level (this would allow PCRF to subscribe selectively to them). In this way, extensive signalling via Gx can be avoided.
If congestion mitigation is to be done by an AF (for a particular IP-CAN session), the congestion indication is also to be reported via Gx to the PCRF (from where it will be forwarded via Rx, see [2]); in this case the congestion mitigation may not need to be applied in PGW/PCEF. 

Conclusion 1: PCRF involvement for dynamic control of congestion mitigation shall be supported. By an appropriate design of PGW/PCEF functionality and provisioning of policies the amount of signalling on Gx can be minimized. 
How can the efficiency of the mechanism be achieved, also in complex deployment environments?
UPCON must work efficiently in all possible deployments. One complexity to be considered here is multiplicities of PGW/PCEFs and PCRFs for the set of UEs handled in a single congested cell. This is shown in figure 2, where the UEs in a congested cell are handled on n PGWs/PCEFs and m PCRFs; without further assumptions it cannot be excluded that a fully meshed topology for the IP-CAN and Gx sessions arises. 
  
[image: image2]   Figure 2: possible multiplicity of IP-CAN and Gx sessions related to a congested cell
Having in mind that several (or many) cells may be under congestion, and that different policies need to be formulated and applied per cell, it is obvious from fig. 2 that the involvement of PCRFs should be kept at a minimum. 
With regards to location/cell information we note the following: 

1) If signalling of congestion indication is done on a per cell basis towards the PCRF (i.e. one congestion notification message including all congested users), the multiplicity shown in fig. 1 implies that the congestion indication needs to be sent to all PCRFs (assuming a statistical distribution of UEs on core NW nodes).

2) The distribution of state information across different core NW nodes makes a congestion mitigation solution based on a central decision extremely demanding. Even if cell information is signalled in congestion indication, there is no single point in the whole system which has the global view.
3) And this is also not necessary, because PGW/PCEFs can act autonomously based on per user/bearer congestion information. E.g. if each PGW/PCEF applies the operator defined congestion mitigation policies autonomously in a consistent manner for all users of a congested cell (by taking into account the up-to-date congestion information from the RAN), the net effect will be that the congestion is adequately mitigated.

Conclusion 2: Independent of the need for dynamic control by PCRFs, from consideration of possible multiplicities of PGWs/PCEFs and PCRFs it is essential that policy handling for congestion mitigation is done as autonomously as possible in PGWs/PCEFs.
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