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Abstract of the contribution: Some UPCON solutions support indication of RAN user plane congestion to the core network. Although mentioned a few times, so far the role of dynamic operator policies has not been deeply discussed. We investigate the involvement of PCRF for the purpose of policy handling for mitigation of congestion in the core network.
Introduction
Congestion mitigation in the CN should be based on policy decisions in order to allow operators to dynamically configure and enforce mitigation measures according to their needs and business strategy.

This contribution discusses the following:

· Basic principles of CN-based congestion mitigation 
· Required CN-based congestion mitigation measures (in the user plane)

· Policy control for congestion mitigation based on the PCRF 

Discussion
1.   Basic principles of CN-based congestion mitigation

CN-based congestion mitigation as illustrated in Figure 1 is triggered by congestion information that is provided to the CN by some means. Note that for the sake of this contribution, it does not matter how exactly the congestion information is provided to the core network.
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Figure 1: Basic principle of CN-based congestion mitigation
Once the RAN detects RAN user plane congestion (i.e. “when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time”), it is clear that a particular RAN area / cell has to drop packets based on local RAN decisions. However, for any traffic delivered over the “default bearer”, the RAN nodes in most of today’s deployments have insufficient information on the type of traffic (i.e. which application) and the user’s subscriptions class. As a result, the RAN node drops randomly packets, which leads to sub-optimal quality of experience to the end users. 
While some of these drawbacks could be resolved by providing application or service type information to the RAN (e.g. through SCIs/ACIs packet marking) for the downlink traffic, subscriber information and in particular the congestion mitigation policies that an operator wants to enforce (e.g. to limit adaptive video applications of Silver-level subscribers to 500Kbps at a certain congestion level) cannot be dynamically provisioned to the RAN.

As a consequence, the supporters of this contribution believe that congestion mitigation should be provided by the core network entities (e.g. PCEF, TDF) in a way that can be flexibly controlled by operators through dynamic policies. This is important as in today’s smartphone dominated mobile networks, new applications and services are created daily and the operators policy on how to handle certain applications can change quite frequently.
The objective of congestion mitigation measures in the CN is to improve the perceived user service quality (i.e. QoE) of application traffic that is served by a congested RAN. 

How can the perceived user QoE during congestion periods be improved?

1. By protecting certain application flows (e.g. by providing a video application flow a certain bandwidth) 
2. By prioritizing certain applications (e.g. real-time applications, but not “bandwidth hungry” applications such as TCP/DASH, as they will otherwise consume more resources than needed)

3. By limiting certain application traffic  (e.g. low-priority P2P traffic)

4. By triggering the server / data source or a media gateway to reduce the sending rate (e.g. through changing a media codec)

Note that none of these measures will necessarily lead to a reduction of the aggregated user data traffic that is sent to a RAN node, but it also does not exclude it. Consequently, the application of congestion mitigation measures in the CN does not imply that RAN resources are under-utilized, or even that the utilization of RAN resources is significantly reduced.
On the contrary, such measures can be employed by the operator during periods of RAN user plane congestion, in order to deliver application and services with sufficient quality, according to the operator’s policies. 
Example: 
An eNodeB detects congestion based on resource utilization and notifies the CN. The CN performs bandwidth limitation for background and file download traffic. Therefore, DASH video streaming clients can increase the video data rate, and consequently the service quality. The overall user data traffic volume to the eNodeB is not reduced.

Observation: Increasing service quality by means of CN-based congestion mitigation measures does not imply a reduction or under-utilization of RAN resource utilization.


2.   Required CN-based congestion mitigation measures (in the user plane)
Based on the discussion above, we propose to re-use / extend the following EPC features as CN-based congestion mitigation measures:

1. Bandwidth limitation and gating of specific application flows, traffic aggregates, etc.

ADC functionality has been introduced in PCEF, TDF and PCRF in Release 11 (see section 4.5 in TS 23.203). By this mechanism the operator can control actions, which shall take place in the user plane (i.e. PCEF or TDF) if specified traffic flows are detected. One possible action is to impose a bandwidth limitation. In more detail, ADC rules (see TS 29.212, section 4.3b.2) or PCC Rules can be provisioned via Gx or Sd interface which contain, among other parameters, a TDF application identifier (which defines the type of the application), a gate status and maximum bit rates (per direction).

2. Application-level signalling (via Rx interface) 

The forwarding of congestion notifications via the Rx interface may be similar to the notification of signalling path status (see section 4.4.6.3 in TS 29.214). Of course the semantics is different (thus extensions are necessary), but at least the signalling means (via Rx) in principle do exist (Diameter RAR/RAA exchange). 
Observation: Current EPC entities (i.e. PCRF, PCEF, TDF) provide already basic functionalities to support these congestion mitigation measures, and only minor extensions are expected.


3.   Policy control for congestion mitigation based on the PCRF 

The PCRF, once made aware of which users are in a congested RAN area / cell and how severely the congestion is, can utilize the congestion mitigation measures defined above (see Section 2) in order to improve the perceived QoE of the impacted users / applications. 

For this, the PCRF provides
1. Over the Gx interface (to PCEF) and/or Sd interface (to TDF): 

a. Bandwidth limitation rules: these describe per service the maximal bandwidth limitation (during congestion). 
b. Optional: Application specific information, e.g. in case of video, this information could entail the desired video formats (e.g. SD vs. HD for video).

2. Optionally, over the Rx interface (to AF): 

a. Congestion notification: to inform the applications function (e.g. media server or gateway) of the level of congestion the application flow experiences in the RAN.
b. Optional: Target bitrate: the PCRF may also provide to the application function a target bit rate for a specific application flow (e.g. for adaptive video streaming).
NOTE: 
The PCRF may provision congestion mitigation policies affecting the same application to PCEF/TDF and optionally also the AF. In this case, it will be the responsibility of the PCRF to ensure that the different policy enforcement actions lead to the overall desired behaviour.

Upon a change of the congestion situation, the PCRF will dynamically change the policy rules (e.g. it will revoke or update rules according to the operator policies).
Proposal

Beginning of Change

6.1.X
Solution 1.X: Policy-based Congestion Mitigation 
6.1.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 

This solution addresses key issues #1 (“RAN User Plane congestion mitigation”) and #4 (“Video delivery control for congestion mitigation”). It describes a general scheme how PCRF can be involved for congestion mitigation based on policy decisions, with the PCRF providing policies to different network entities performing congestion mitigation, based on congestion awareness. 

This solution focuses only on policy-based congestion mitigation, and does thus not depend on how congestion awareness is achieved in the PCRF (e.g. if the congestion information is signalled off-path or if they are indicated on-path via the P-GW). 
NOTE: 
The term “congestion information” is used here as a generic term and the detailed information elements are left to the congestion awareness solution. Congestion information may for example include the congested user and the severity of the congestion.
6.1.X.2
High-level operation and procedures


[image: image2]
Figure X: Overview of congestion mitigation based on policy decisions.

NOTE 1: 
The numbers do not necessarily imply a temporal order.
NOTE 2: 
If TDF is deployed, congestion mitigation policies may be provisioned to both PCEF and/or TDF. The PCRF ensures that the congestion mitigation policies provisioned to both entities lead to the overall desired behaviour.
The procedural steps are:

1. The PCRF provides policies for congestion mitigation to one or more of the following network entities:

a) to the PCEF (over the Gx interface);
b) to the TDF (over the Sd interface) ;
c) optionally, to the AFs (over the Rx interface).

The policies can be provisioned before RAN user plane congestion occurs or after the PCRF becomes aware of the congestion status (e.g. onset, abatement, level of RAN user plane congestion).  
NOTE 3: 
The PCRF may use subscriber information (e.g. from SPR) as input for the policy decisions.
NOTE 4: 
If congestion indication is sent to the PCEF and if policies are pre-provisioned, these policies may contain different mitigation measures to be applied for handling different RAN user plane congestion situations. In this case, the PCRF is not necessarily informed about each congestion notification from RAN.
2. Congestion mitigation is performed in different network entities according to the policy decision by the PCRF:

a/b) The PCEF/TDF can perform bandwidth limitation, prioritization and traffic gating according to the provided policies.
NOTE: PCEF or TDF may also perform video delivery optimizations. The details are FFS.
c)
The AF (e.g. an application server or proxy) can directly or indirectly support the congestion mitigation, e.g. by adapting the sending rate, through media transcoding or compression, or by delaying push services. 
d)
Based on policy decisions, the P-GW can perform packet marking for congestion mitigation in the RAN.
6.1.X.3
Impact on existing entities and interfaces
Details are FFS.
6.1.X.4
Solution evaluation
End of Change
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