SA WG2 Temporary Document

Page 1

SA WG2 Meeting #S2-97
S2-131739
27 - 31 May 2013, Busan, South Korea
(revision of S2-13xxxx)
Source:
Cygnus Broadband, China Mobile (?), Intel Corporation
Title:
Extension of the SCI to all 3GPP RATs
Document for:
Approval
Agenda Item:
6.6
Work Item / Release:
UPCON / Release 12
Abstract of the contribution: The usage of the Service Class Indication (SCI), which was introduced for GERAN in Release 11, is proposed to be extended to all 3GPP RATs. 
1. Introduction
The latest revision of TR 23.705 mentions RAN-based congestion mitigation as an optional part of CN-based solutions in Clause 6.1. This is depicted in Figure 6.1.3.-1
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Figure 6.1.3-1: User-plane Congestion Management – High-level View
This figure depicts Step 5a and Step 5b, where the CN sends Service/QoS information to the RAN and the RAN takes some form of measure to mitigate the congestion through, e.g., scheduling. Clause 6.1.3 provides further details.

The main reason for allowing for RAN-based congestion mitigation is that the RAN can maximize the resource utilization while controlling the users’ experience. The RAN’s closeness to the air link allows it to react promptly to varying radio conditions and schedule packets so that, in the absence of congestion, QoS contracts are maintained and user experience is not affected, and, in the presence of congestion, the user experience is impacted only for the services and users that have lower priority. 

Therefore, the signalling from the CN to the RAN (Step 5a, with respect to the figure above) should indicate for which flows the RAN shall continue to schedule packets in a way that user experience is maintained and for which flows user experience may be impacted.  
So far, the TR addresses RAN-based congestion mitigation with only one solution, which is the use of the Flow Priority Indicator (FPI), whose usage is described in Clause 6.3. We claim that the FPI provides insufficient information to the RAN to efficiently mitigate the congestion. There are several reasons for this:
1. The FPI conveys only a priority and no information about the service being transmitted in the corresponding flow. Several contributions have pointed out that priority based scheduling is not efficient and impacts user experience adversely. This is particularly true for video and the main reason why a Key Issue addressing video services in particular was added to TR 23.705. 
2. The behaviour of the of the RAN with respect to the FPI is specified in terms of Packet Delay Budget (PDB): “If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets with higher FPI.” Since flows with varying sensitivity to packet delay and other QoS attributes are often mapped to the same bearer (e.g., a default bearer), meeting the PDB alone is no guarantee of a good quality of experience. 
The shortcomings of the FPI may be amended if the FPI is accompanied with further information that would allow the RAN to schedule traffic such that user experience for flows with lower priority is impacted before the user experience for flows with higher priority. We believe that the simplest and most straightforward way to do this is by extending the existing SCI to apply not only to GERAN, but to all 3GPP Radio Access Technologies (RAT) (i.e., GERAN, UTRAN, and E-UTRAN). 
There are several reasons why we believe that this is a good approach:

1. The SCI is already specified in the 3GPP specifications, yet its usage has been restricted to GERAN. It would require small changes to the specifications to extend the usage to apply to all 3GPP RATs

2. Whatever form of deep packet inspection is performed to do the FPI marking in the CN will also be sufficient to identify the service class. This implies that the SCI marking would require no significant processing in the CN beyond what is needed for FPI marking.

3. One of the ways of meeting the increasing demand on bandwidth resulting in increasing use of video service is through RAN scheduling enhancements to better support of video traffic based on mobile video traffic characteristics. Providing the application type to the RAN scheduler will enable the RAN to perform application aware scheduling. 
Consider the following example as an illustration of why the scheduler needs to be application aware. For HTTP streaming (e.g., DASH), the video client in the UE typically switches between bit rates based on the occupancy of the playback buffer and on an estimation on the instantaneous bit rate. If a scheduler transmits all packets for a video stream in one go when air link conditions are favourable, this may lead the client to switch to a higher bit rate, which may cause or accentuate congestion in the RAN. The same is not true for, e.g., file downloads. 
2. Proposed Changes
Change 1: In Clause 6.3.1of TR 23.705 make the following changes:
6.3.1
General description, assumptions, and principles

This solution addresses the key issue on “RAN User Plane congestion mitigation”.

Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Priority Indicator (FPI) identifying the relative priority of the packet compared to other packets mapped to the same QCI.
For GTP-based interfaces the FPI marking is provided in the GTP-U header of downlink user plane packets.

NOTE 1: 
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. The details are up to stage 3.

Editor’s note: If and how the approach can be exploited also in the uplink direction is FFS.

Editor’s note: How to deliver the FPI to the RAN with PMIP-based S5/S8 is FFS.

The range of valid FPI values shall be standardized.

The usage of the FPI is expected to be useful for Non-GBR QCIs only.

NOTE 2: 
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FPI is not intended to replace the QCI, and no conflicts are foreseen between the FPI and the QCI. The FPI complements the QCI as described below:

· Both the FPI marking of each user plane packet and the Priority level associated to a Service Data Flow (SDF) aggregate via its QCI are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in section 6.1.7.2 of 3GPP TS 23.203, if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.

· If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets with higher FPI.

NOTE 3: 
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows with lower FPI is avoided.
If the usage of the FPI is enabled in the RAN, the packets that do not include any FPI marking should be scheduled according to a default FPI pre-configured in the RAN. The default FPI may be configured per PLMN.

NOTE 4: 
The default FPI pre-configured in the RAN allows to support home routed roaming scenarios where the FPI is used in the VPLMN but not in the HPLMN. The default FPI pre-configured in RAN also enables deployment scenarios where, based on operator’s configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FPI, while the rest of traffic is not marked. If the usage of the FPI is not enabled in the RAN, the RAN shall ignore the Flow Priority Indicator if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.
The usage of the FPI, in conjunction with the QCI, to prioritize user plane data packets has the following characteristics and peculiarities:

· It is applicable to any RAT, i.e. A/Gb mode GERAN, UTRAN and E-UTRAN.

· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· The FPI should be included in charging records and transferred over online/offline charging interfaces. This is because the FPI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles.

· It should be possible for the GGSN/PGW to set the FPI based on subscription. Support for PCC control of the feature is therefore necessary.

Rel-11 SIRIG introduced a mechanism whereby a Service Class Indicator (SCI) is signalled from the CN to the A/Gb mode GERAN (see section 5.3.5.3 of 3GPP TS 23.060 [4]). It is here suggested that the SIRIG solution be extended to apply to all 3GPP Radio Access Technologies (RAT). If both SIRIG and the solution described in this section are enabled in an operator’s network, both the SCI and the FPI are delivered to the RAN. 
.

· 
The SCI and the FPI provide complementary information to the RAN:

· The SCI indicates the type of application that generated the user plane packet and may be used by the RAN to optimize resource allocation while ensuring desired user experience.

· The FPI indicates the priority of the user plane packet and may be used by the RAN to decide which traffic flows should be served first in case of congestion.

Editor’s note: The interactions between SCI and FPI in case both are delivered to the RAN are FFS.
As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.
Editor’s note: TR 23.800 Annex B provides a detailed description of the tunnelling/marking alternatives, and section B.8 includes a comparison of the different tunnelling/marking alternatives. Whether one or more of the described mechanisms can be used to support FPI marking in the TDF scenario is FFS.
Editor’s note: It is FFS if and how RAN user plane congestion awareness can be exploited to optimize the solution described in this section. For example an option to be investigated is the possibility to enable the packet classification required to properly set the FPI only in case of RAN user plane congestion, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
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