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Abstract of the contribution: This paper proposes a new overload control solution in order to control overload for the MME and the SGW. The overload of MME is caused by a large amount of simultaneous Create/Update bearer requests sent from SGW, while the overload of SGW is caused by a large amount of simultaneous Create/Update bearer requests sent from PGW.  

DISCUSSION

This paper proposes an overload control solution in order to control overload for the MME and the SGW. The overload of MME is caused by a large amount of simultaneous Create/Update bearer requests sent from SGW, while the overload of SGW is caused by a large amount of simultaneous Create/Update bearer requests sent from PGW. For the 7th case specified in the Scenario 8 of TR 23.843, when special events occur (e.g., disaster, emergency), PGWs may forward lots of CBR/MBRs to a SGW in a short period, which then forwards these CBR/MBRs to a MME. In this situation, the SGW may be overloaded by the large amount of CBR/MBRs sent from the PGW, and the MME may be overloaded by the large amount of CBR/MBRs sent from the SGW. In order to control overload more effectively, the MME should feedback its overload information to the SGW, which then throttle the forwarded traffic in order to control overload for the MME. Similarly, the SGW should feedback its overload information to the PGW, which then throttle the forwarded traffic in order to control overload for the SGW. 

The control loops between MME and SGW and between SGW and PGW are shown in the figure 1.
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Figure 1 Overload control loops

The MME/SGW takes all relevant interfaces (external and internal) into account for estimating its load. Based on the estimated load, the MME computes the overload information and distributes it to the SGW, which then calculates and follows the restrictions to throttle traffic (CBR/MBR) forwarded to the MME based on the received overload information (as shown in the control loop 1). Similarly, the SGW computes the overload information and distributes it to the PGW, which then calculates and follows the restrictions to throttle traffic (CBR/MBR) forwarded to the SGW based on the received overload information (as shown in the control loop 2).
The actions, which are taken by the PGW and the SGW to restrict forwarded traffic, are shown as follows:

A SGW may take the following actions for MME/SGSN having indicated they experience overload: 

1. Limit or completely block non-GBR dedicated bearer establishment;

2. Limit or completely block all Dedicated Bearer establishments or modification, except QCI=1 bearers

3. Limit or completely block all Dedicated Bearer establishments, including the QCI=1 bearers.

A PGW may take the following actions for SGW having indicated its experience overload: 

1. Limit or completely block non-GBR dedicated bearer establishment;

2. Limit or completely block all Dedicated Bearer establishments or modification, except QCI=1 bearers

3. Limit or completely block all Dedicated Bearer establishments, including the QCI=1 bearers.

4. Avoid a burst of Session Deletion procedures from the PGW, due to cleaning up the stale sessions.  
The SGW/PGW should not apply the above for high priority access and emergency services
The mechanism of overload information exchange between GTP-C nodes is shown as follows: the overload information of MME is carried in all GTP tunnel related messages (request and response) or in GTP Path Management messages between MME and SGW. The SGW restricts forwarded traffic according to the received overload information of MME. Similarly, the overload information of SGW is exchanged between SGW and PGW, and the PGW restricts forwarded traffic according to the received overload information of SGW.

The figure 2 shows one of possible mechanisms of overload information exchange between MME and SGW and between SGW and PGW.
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Figure 2 A possible method of overload information exchange
SOLUTION
* * * First Change * * * *

6.5.2.2
List of interfaces (and directions) where each of GTP-c Load and Overload Control should apply 

· For Overload Information
Similarly, transfer of Overload information may be useful when sent, 
1. (PGW overload information) from PGW to MME/SGSN via the SGW

2. (SGW overload information) from SGW to MME/SGSN

3. (PGW overload information) from PGW to GTP-c based Non-3GPP Access Gateways (e.g. TWAN / ePDG / HSGW) 

4.  
5. (MME/SGSN overload information) from MME/SGSN to SGW

6. (SGW overload information) from SGW to PGW 
7. (MME/SGSN overload information) from MME/SGSN may need to notify overload to other MMEs/SGSNs 

Note 3: the benefits for the last  interface/bullet needs to be further evaluated. 
Note 4: Interfaces related with Non 3GPP access are out of scope of FS-CNO. 

* * * Next Change * * * *

8.2.4
Examples of actions GTP-c node may take when another node has advertised overload

Editor’s Note: This section is work in progress and exact handling/procedural impacts are FFS.
An MME/SGSN may use the GW load information for enhanced load balancing when selecting an SGW or PGW, e.g. in complement to the existing DNS weights mechanism (which takes into account relative capacities of nodes versus each others).

An MME/SGSN may take the following actions for GWs experiencing overload: 

1. select an alternative GW during SGW/PGW selection;

2. reject EPS Session Management requests from the UE (e.g. PDN Connectivity, Bearer Resource Allocation or Bearer Resource Modification Requests) with a Session Management back-off timer;
3. reject Mobility Management signalling requests from UEs with a Mobility Management back-off timer (e.g. reject Service Request requiring to activate user plane bearers in an overloaded SGW);
4. relocating the SGW of the UE (e.g. to serve a Service Request requiring to activate user plane bearers in an overloaded SGW); 
5. Throttle certain GTP-c messages, e.g. ULI related notifications; 

The MME/SGSN should not apply the above for high priority access and emergency services.

A SGW may take the following actions for MME/SGSN having indicated they experience overload: 

1. Limit or completely block non-GBR dedicated bearer establishment;

2. Limit or completely block all Dedicated Bearer establishments or modification, except QCI=1 bearers

3. Limit or completely block all Dedicated Bearer establishments, including the QCI=1 bearers.

4. 
A PGW may take the following actions for SGW having indicated its experience overload: 

1. Limit or completely block non-GBR dedicated bearer establishment;

2. Limit or completely block all Dedicated Bearer establishments or modification, except QCI=1 bearers

3. Limit or completely block all Dedicated Bearer establishments, including the QCI=1 bearers.

4. Avoid a burst of Session Deletion procedures from the PGW, due to cleaning up the stale sessions.
The SGW/PGW should not apply the above for high priority access and emergency services
* * * End of Changes * * * *
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