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* * * * Start of Change: ALL TEXT below is added to the TR* * * *
6.5.x
Framework for Solutions  using modifications of GTP-c signalling
6.5. x.1
General 

Load information reflects the operating status of the resources of the originating GTP-c node. 
This information when transmitted between GTP-c nodes may be used during  SGW/PGW selection to support load balancing of the PDN connections for UEs. 
Overload information reflects an indication of when the originating node is running above its nominal capacity which may cause severe issues in handling the incoming traffic.
 This information when transmitted between GTP-c nodes may be used to reduce / throttle the amount of GTP-c signalling traffic between the GTP-c nodes.
GTP-C should support the option to signal load information for optional use by the receiver during node selection to enhance existing DNS-based node selection mechanisms (per TS 29.303) – possibly before overload occurs (preventive action). The mechanism for dynamic GTP-c node load control defined by 3GPP Rel12 CNO activities shall leverage existing (per TS 29.303) mechanisms.


NOTE 1: The exact format of load information is left to Stage 3.

GTP-C should support the option to signal overload information to enable the receiver to shed part of the control plane signalling towards an overloaded node when overload has occurred (reactive action). 


NOTE 2: The exact format of overload information is left to Stage 3.

GTP-c overload mechanism(s) should continue to allow for preferential treatment of priority users (eMPS) and emergency services as per existing specifications.

SGW should not need to know via GTP-c signalling which PDN connections correspond to emergency services. 
6.5.x.2
List of interfaces (and directions) where each of GTP-c Load and Overload Control should apply 

The GTP-c Load / Overload control mechanism should be generic in its definition. Thus, it should be applicable to all GTP-c interfaces defined by 3GPP system architecture.
·  Dynamic GTP-c Load information is used to improve the existing GTP-C Node selection procedure. Load balancing related with GTP-c is employed during PDN connection creation (or at TAU/RAU/Handover with SGW relocation). Thus, it is used by nodes that need to allocate a PGW (and possibly a SGW) at PDN connection creation (or TAU/RAU/Handover with SGW relocation).
The candidate interfaces for Load Information exchange are:

1. (PGW load information) from PGW to MME/SGSN via the SGW 

2. (PGW load information) from PGW to GTP-c based Non 3GPP networks nodes (e.g. TWAN / ePDG / HSGW)

3. (SGW load information) from SGW to MME/SGSN
4. (MME/SGSN load information) from MME/SGSN to other MMEs/SGSNs

Note 1: The benefits of last interface/bullet need to be further evaluated. 

Note 2: Interfaces related with Non 3GPP access are out of scope of FS-CNO . 

· For Overload Information
Similarly, transfer of Overload information may be useful when sent, 
1. (PGW overload information) from PGW to MME/SGSN via the SGW

2. (SGW overload information) from SGW to MME/SGSN

3. (PGW overload information) from PGW to GTP-c based Non-3GPP Access Gateways (e.g. TWAN / ePDG / HSGW) 

4. (MME/SGSN overload information) from MME/SGSN to SGW/PGW 

5. (MME/SGSN overload information) from MME/SGSN may need to notify overload to other MMEs/SGSNs 

Note 3: the benefits for the last  interface/bullet needs to be further evaluated. 
Note 4: Interfaces related with Non 3GPP access are out of scope of FS-CNO. 

Based on local policies, a Node may decide to send different values of Load / Overload information on inter-network (roaming) and on intra-network interfaces. 

6.5.x.3
Scope of GTP-c Load / Overload control
The Overload information may be considered at 2 levels:
· GTP-c Node: It shall be possible to signal information about the load / overload of a full GTP-c node (i.e . information  not restricted just to APN-level) 

· APN: The PGW may detect overload for certain APNs, e.g. based on Diameter overload indication received from a PCRF or from an external AAA server, or e.g. based on shortage of resources for an APN (IP address pool). Stage 3 should investigate how to deal with PGW determining overload for some APN and needing to signal the overload level associated with that APN.

The Load information is only provided at the level of a GTP-c Node.
6.5.x.4
Examples of actions GTP-c node may take when another node has advertised overload

Editor’s Note: This section is work in progress and exact handling/procedural impacts are FFS.
An MME/SGSN may use the GW load information for enhanced load balancing when selecting an SGW or PGW, e.g. in complement to the existing DNS weights mechanism (which takes into account relative capacities of nodes versus each others).

An MME/SGSN may take the following actions for GWs experiencing overload: 

1. select an alternative GW during SGW/PGW selection;

2. reject EPS Session Management requests from the UE (e.g. PDN Connectivity, Bearer Resource Allocation or Bearer Resource Modification Requests) with a Session Management back-off timer;
3. reject Mobility Management signalling requests from UEs with a Mobility Management back-off timer (e.g. reject Service Request requiring to activate user plane bearers in an overloaded SGW);
4. relocating the SGW of the UE (e.g. to serve a Service Request requiring to activate user plane bearers in an overloaded SGW); 
5. Throttle certain GTP-c messages, e.g. ULI related notifications; 

The MME/SGSN should not apply the above for high priority access and emergency services.

A SGW/PGW may take the following actions for MME/SGSN having indicated they experience overload: 

1. Limit or completely block non-GBR dedicated bearer establishment;

2. Limit or completely block all Dedicated Bearer establishments or modification, except QCI=1 bearers

3. Limit or completely block all Dedicated Bearer establishments, including the QCI=1 bearers.

4. Avoid a burst of Session Deletion procedures from the PGW, due to cleaning up the stale sessions.  

The SGW/PGW should not apply the above for high priority access and emergency services
6.5.x.y           Solution Evaluation 
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