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Abstract of the contribution:  In order to provide more uniform network utilization  and effective yield management the SP may elect to delay delivery of less time-sensitive traffic to a later time when the network load is lower.
1. Discussion
This scenario seeks to provide more uniform network utilization by delaying less time-sensitive traffic to later times when the network load is lower.  It relies on:
1. Awareness of the presence or absence of network congestion on the presently serving

access network.

2. User willingness to accept time-delayed delivery of content, potentially via incentives.

User acceptance of time deferred content likely requires an appropriate business and/or content delivery model that motivates the user to allow and even expect delayed delivery of certain content. Some possible examples might be:

Rate plans that have a separate treatment for time-shifted content (e.g., with additional

data usage limits and/or discounts).

Purchased content (movies, eBooks, applications, etc.) which specifically call for time shifted

delivery, potentially with discounted delivery and/or a different data usage classification.

On the user expectations front, content time shifting needs to be executed with minimal impact on users but with a realistic view of implied service “guarantees”.  Given that that it is not possible to rigorously guarantee content delivery at an exactly defined later time, as the user could have no/poor connection capabilities at later times. Hence it appears best to start with non-real time content whose large size makes it very difficult to deliver (or even precludes delivery) under present “loaded” network conditions. The type of content that seems natural for this approach can either be large on an individual user basis (e.g., large files and flows such as movies and large video files, eBooks, large applications, or software/firmware updates) or in an aggregate basis (for instance, when dealing with huge numbers of devices with comparatively small messages, this could also be relevant to machine-to-machine communications).
SA1 requireemts:
27.5
Limiting traffic

a)
The network shall be able to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE, e.g. to defer Push services based on the RAN congestion status and operator policy.

2. Proposal

Include the text below  in the TR
4
Assumptions and Architectural Requirements

4.1
Assumptions

Editor’s Note: This clause will define the underlying assumptions of the work.

4.1.x  RAN Congestion Aware Scheduling of Content

1. Awareness of the presence or absence of network congestion on the presently serving

access network.

2. User willingness to accept time-delayed delivery of content, potentially via incentives.

User acceptance of time deferred content likely requires an appropriate business and/or content delivery model that motivates the user to allow and even expect delayed delivery of certain content. Some possible examples might be:

· Rate plans that have a separate treatment for time-shifted content (e.g., with additional data usage limits and/or discounts).

· Purchased content (movies, eBooks, applications, etc.) which specifically call for time shifted delivery, potentially with discounted delivery and/or a different data usage classification.

4.2 
Architectural Requirements 

Editor’s Note: This clause will define the architectural requirements based on the normative stage-1 requirements defined in TS 22.101. 

4.2.x  RAN Congestion Aware Scheduling of Content
TS 22.102, Section 27.5 -Limiting traffic states:
      The network shall be able to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE, e.g. to defer Push services based on the RAN congestion status and operator policy.

6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution 1:  Key Issue 1 –  RAN Congestion  Aware Scheduling of Content
6.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 
The RAN interfaces with the OAM/analytics NE to provide usage/performance data
Editor’s Note: The interface between the RAN and OAM/Analytics is out of scope. 

The PCRF interfaces with the OAM/analytics NE  in order to be able to receive/request the RAN congestion  status.

6.X.2
High-level operation and procedures

This scenario is depicted in the high level flow diagram below.
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0. The PCRF receives network status information from OA&M/Analytics. Alternatively, the PCRF polls the OA&M/Analytics periodically for load status of the network.

NOTE: Step 0  is “a continuous process” and  may occur  before or after Step 1 and 2

1. The UE attaches to the network or activates a PDN connection followed by IP CAN session establishment/ack

2. The PCRF obtains the UE’s profile from the SPR. The subscriber policy allows the flexible rate plan approach as outlined in this use case

3. An application request to download  content. (The specific trigger can be from a network application server directly or from a client resident in the UE.)

If the Application is untrusted (3rd party), the application requests a lower charging rate via the GW-Layer. The GW-Layer  provides the security functions, authorization, charging and service level agreement (SLA) enforcement for all applications per OMA and/or 3GPP specifications. Alternatively, a trusted application could communicate directly with the PCRF as in step 3.

The GW-Layer or trusted application sends the authorization request to the PCRF. 

4. The PCRF examines the request and depending on the load status of the network, user profile another variables, the PCRF: a) accepts the request; b) proposes a re-try interval. The re-try interval can vary depending on the network load status and other policies including  time-of-day. 

5.  If the request is approved, the PCRF determines PCC rules to send to the PCEF per 23.203.
6. X.3
Impact on existing entities and interfaces
6. X.3.1 
PCRF
The PCRF msut support a new interface with the OAM/analytics in order to be able to receive/request the RAN conehction status.
The PCRF must support a new IF over the Rx interface to carry the re-try interval.
6. X.3.2  
AF
The AF must implement a new re-try procedures to deliver the content based on the  re-try interval. The re-try request shall include the  “the re-try-indication” to enable the PCRF to differentiate re-try attempts to deliver content from fist time/initial attemts.

6. X.4
Solution evaluation
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