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Abstract of the contribution: This contribution discusses performance differentiation, which is at a heart of many requirements in UPCON – User Plane Congestion Management.  Performance differentiation may be on the basis of user identity (user subscription class), but is equally applicable, for example, for the value of the content carried in an IP flow.
1. Introduction
A fundamental issue in User Plane Congestion Management is the ability to differentiate performance among users.  The very first Use Case in UPCON TR 22.805 is about that.  The principle is: When user plane congestion arises, volume of traffic exceeds network throughput, so something has to give.  It’s logical that lower priority users should suffer first, while higher priority users’ performance will not be noticeably affected.  The degree to which lower priority users suffer, and number of users whose performance is affected, correspond to the severity of congestion.

The existing 3GPP QoS framework is designed (or should be) for just such a purpose.  The problem with the current QoS standards is that this is possible only with relatively coarse approach, whereby lower priority bearers are dropped as a result of congestion.  Since the time the QoS framework was standardized in 3GPP, wireless telecommunication has been fundamentally transformed, with the rise of services such as social networking, cloud computing, MTC, etc.   The ongoing smartphone revolution gave rise to such extremely dynamic forms of communication.  Hence, the QoS framework needs to be upgraded to better deal with those developments.

It is possible to make small adjustments to the existing QoS framework to redress the situation.
2. An Approach for User Performance Differentiation 
There are multiple approaches being discussed to solve user performance differentiation.  In this contribution we outline an approach, which can be classified as “proactive”, in the sense that the system takes measures as flows come and go, regardless of congestion “status” or “level”.  In this approach, the system is designed to respond appropriately and smoothly as the traffic volume rises and reaches congestion, without the need to take explicit mitigation measures triggered by such congestion “status” or “level”.  Some of the benefits of the approach are:
· Stable behaviour responsive to both slow and fast changes in traffic load
· Simple management not affected by mobility

· Works equally well in uplink as in downlink

· Applicable to any node and any form of congestion (e.g., can be also applied in GW switches to address backhaul as bottleneck)
· Broad applicability to any conceivable service (e.g., works equally well for multimedia streaming, web browsing, FTP, etc.)
· Streamlined standardization

· Relatively low product development impact, consisting of enhancement of existing QoS mechanisms
The essence of the approach is packet-by-packet prioritization in the node which experiences User Plane congestion.  This is most often the RAN (eNB), but the same principle is applicable to other user plane nodes, e.g. gateway switches, if for example the bottleneck is transport link from the GW switch to eNB.  We explore three standardization options:

(1) ARP Option:  Allocation and Retention Priority (ARP) QoS attribute is allowed to be applicable not only on a bearer as a whole, but to each packet belonging to a bearer.
(2) QCI Option:  The meaning of QoS Class Indicator (QCI) is somewhat adjusted, and new QCI values added to contain user and other kinds of priorities, and reflect a wider range of priority values.
(3) New Parameter Option:  A new QoS parameter is defined for a bearer attribute that indicates packet-by-packet scheduling priority for bearers with otherwise the same ARP and QCI.

The three approaches are essentially equivalent to each other in terms of performance and complexity of product development.  The only difference is the details of standardization.
In the approach, QoS controls run “open loop” (no feedback from RAN to Core), as currently architected in the 3GPP QoS framework.  We believe that this is the best way to deal with many if not all types of traffic congestion, regardless of traffic dynamics involved.

3. Details of Standardization Option (1) - ARP
In this standardization option ARP is allowed to be used by eNB scheduler, removing the current restriction in TS23.401. This yields a very effective design, in contrast to Closed Loop Approach requiring constant feedback from RAN on congestion level, coping with mobility effects, etc.  Consistent with the 3GPP QoS framework, EPC sets up bearer characteristics (ARP, QCI), conveys them to eNB, which does packet-by-packet scheduling in an open loop fashion.

Operator can set up rules in the PCRF, which can take advantage of many values of ARP (up to 16), without changing any of the current parameter range.  In addition to user differentiation, content differentiation can be accomplished.  For example, for high-value content (e.g., PPV First-run movies), PCRF can assign high ARP, while apps of no value-add for operator (e.g., YouTube streaming, FB updates, AngryBirds, etc.) get low ARP.

Each operator can make own policy set of rules, allowing creativity/differentiation in policy design.  For example:  There could be 3 contents tiers (CT) and 3 user tiers (UT):  An operator can use 9 ARP levels to implement tiering, where top 3 are used for the 3 CTs among the users in the top user tier, second set of 3 ARP levels likewise for 3 levels of CTs for the middle user tier, and the remaining 3 ARP levels for 3 CTs among users in the bottom user tier.  Another operator may likewise employ 3 UTs and 3 CTs, but map them differently, to consume fewer ARPs, wherein the CTs partially overlap between adjacent user tiers, e.g.:  
· ARP1 for (UT1, CT1), ARP2 for (UT1, CT2), ARP3 for (UT1, CT3);

· ARP3 for (UT2, CT1), ARP4 for (UT2, CT2), ARP5 for (UT2, CT3); 

· ARP5 for (UT3, CT1), ARP6 for (UT3, CT2), ARP7 for (UT3, CT3);
One of the advantages of the ARP Approach is that it preserves QCI value space for additional assignments, which could be given rise by virtue of advent of many forms of MTC, as well as future highly complex forms of communication we cannot now foresee (cloud computing is in its infancy, as is MTC).

With the ARP Approach, there will be a slight change in ARP meaning:
· Old meaning:  [bearer] Allocation and [bearer] Retention Priority

· New meaning:  [bearer] Allocation, [bearer] Retention, and [bearer, packet scheduling] Priority
4. Details of Standardization Option (2) - QCI
In this option new standardized values of QCIs will have to be defined, expanding each currently defined QCI for non-GBR resource types to multiple levels of priority.  Table 1 below lists currently defined standardized QCIs.  To match Option 1 capability in terms of priority levels, each of the 5 non-GBR QCIs would be expanded 16-fold.  An additional column in Table 1, applicable to non-GBR bearers, would be needed to convey packet-by-packet scheduling priority for the defined QCIs.  The same would have to be done for each new type of service with different packet delay budget and packet error/loss rate, which may be defined in the future.
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Table 1:  Standardized QCI values
The approach offers the same flexibility to operators as does Option (1) to construct user and content tiers.
5. Details on Option (3) – New QoS Parameter
In this option a new bearer QoS parameter would be introduced, to convey packet-by-packet scheduling priority, as opposed to allocation and retention priority of the bearer as a whole.  In Table 1, a new column would be added for the new QoS parameter.

With this approach the scheduling priority would be explicitly indicated via a new QoS parameter, as opposed to being carried in the value of QCI.This Option also offers the same flexibility to operators as do Options (1) and (2) to construct user and content tiers.
6. Proposed Text in the TR 23.705
Start of the first change
5.X
Key Issue #X: Performance Differentiation per user and other flow attributes 
5.X.1
General description and assumptions

A fundamental issue in User Plane Congestion Management is the ability to differentiate performance among users.
The most relevant Stage 1 requirement is stated in TS 22.101:  “The network shall be able to take into consideration the RAN user plane congestion status and the subscriber's profile when coping with traffic congestion”. 
The principle is: When user plane congestion arises, volume of traffic exceeds network throughput, so something has to give.  By introducing user performance differentiation, it should be possible manage RAN congestion in a way that lower priority users are impacted first, while higher priority users’ performance are not noticeably affected.  The degree to which lower priority users are impacted, and number of users whose performance is affected, correspond to the severity of congestion.
This principle can be extended to other attributes of a service beyond user identity.  For example, many services use multimedia streaming. But operator may want to differentiate between streaming of premium content, such as first-run movies, for which the user pays a fee.  Typically, this is associated with charging arrangement between the operator and the owner/provider of such content.
In summary, the subject of this key issue is to study performance differentiation on the basis of user identity and other flow attributes, such as value of content carried in the IP flows, regardless of the underlying type of service.  Among items to consider are:
· Stability and responsiveness to slow and fast changes in traffic load

· Effects of mobility

· Applicability to downlink and uplink traffic 
· Applicability to congestion of user plane traffic nodes and interfaces/links (eNB, GW switches, backhaul links, etc.)

· Applicability to a variety of services (multimedia streaming, web services, FTP, etc.)
· Standardization and implementation impact
End of the first change
Annex A

A.1 Packet-by-Packet Scheduling According to User Priority

The discussion herein illustrates how packet-by-packet scheduling, taking into consideration user priority, can be implemented to effect user performance differentiation.  The approach applies regardless of the traffic load, i.e., no specific adjustments need to be made when there is congestion, or as a function of “congestion state” or “congestion level”.  Hence, in the standards we don’t need to labor to define those terms, figure out how to express them parametrically and/or numerically, etc.  The discussion in this section equally applies for the Open Loop Approach Options (1), (2) and (3) introduced above.  It does not apply for Closed Loop Approach.

Summarizing, eNB admits GBR traffic up to a certain percentage of its transmission resources, and uses any remaining resources for non-GBR traffic.  Operator can set the GBR percentage in its network as a static operational parameter, which may change over time to adjust to long term traffic trends.  This percentage is inconsequential for the discussion to follow, since from the standpoint of UPCON, non-GBR traffic becomes congested when traffic load exceeds the amount of available resources in excess of committed GBR resources, regardless of whether GBR resources fully consume their full allowed percentage or not.

We observe that most modern services use Transmission Control Protocol (TCP), a trend that is likely to continue.  Many services are highly interactive, have irregular rate behavior driven by user action, server load, and vagaries and complexities of content being transmitted.  As a result, it is difficult to control rates for these services centrally, e.g. in P- GW.  TCP ACK tempo coupled with eNB queuing delay can effectively be used to “control” rates.

Figure 1 below shows the cases of lightly loaded, and heavily loaded eNB.  The queuing delay TQ(L) for the former is much less than such delay for TQ(H) for latter.  For a flow F, queuing delay goes up with traffic, hence rate goes down.
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Figure 1:  Queuing delays in lightly loaded and heavily loaded nodes
If nothing is done to prioritize packets, i.e., if packets are served first-in-first-out (FIFO), as traffic goes up, all users will be equally affected, i.e., rates will be slowed down for all as traffic volumes go up.

Packet-by-packet priority queuing modifies the FIFO scheduling scheme from Figure 1, as illustrated in Figure 2.
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Figure 2:  Priority packet queuing
When it arrives to eNB, packet belonging to priority flow F is placed in queue so that its estimated queuing time is TQ(P), is much less than the current FIFO queuing time TQ, if it were to be placed at the tail end of the queue.  As a result, referring back to Figure 1, this priority flow will exhibit behavior as if the traffic load in the eNB is light.  In contrast to that, non-priority IP flows will exhibit all the ill effects of congestion, having to wait in queues for the full FIFO queuing time TQ.

Using one of the options in section 2, “abusive” users, talked about in some UPCON use cases, can be given lower priority and put in back of queue.  As a result, performance of such users would suffer.  .  In congestion, queuing delays would increase for those users/apps, and packets eventually dropped, while others would perform well.

The principle described above and schematically illustrated in Figures 1 and 2 for a single QoS (traffic) class can be extended to the more complex case, with mixture of services, having a variety of delay tolerance (normally conveyed in bearer QCI).  This is illustrated in Figure 3.
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Figure 3:  Queuing in multiple traffic class system
Each traffic class has its own queue, tolerable delay (D0, D1, etc.).  Scheduler strives to ensure that delay is not violated.  Priority placement of arriving packets illustrated in Figure 2 is applied for each Traffic Class.  In congestion, the scheduler delays (exceeds delay tolerance) or drops low priority packets of lowest Traffic Class first, or those Traffic Classes that can tolerate loss.

Note that this is a schematic depiction of highly complex scheduler operation, and constitutes just an example of implementation (others are feasible).  Details of scheduler design are not subject to standardization.
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