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Abstract of the contribution: This contribution analyzes the impact of Push services to the mobile network when RAN user plane congestion occurs and discusses functional aspects to consider for a solution to alleviate congestion. A new key issue for Push service is proposed.
Discussions
Push notification is one of the essential mobile services and due to the recent and rapid increase in the number of smartphone applications that require timely information sharing or synchronization (e.g., SNS, E-mail, file sharing), more IP-based push notification messages are being transferred over the mobile network. In TR22.805, Use case 6 describes such a situation in more detail under the name of “content delivery”. 
Figure 1 illustrates a typical architecture of Push service, which is composed of four entities: Application Server (App Server), Push Server, User Agent (UA) and Application (App). More detailed definitions and descriptions can be found in [1]. The App typically registers with the App Server with the authorization by the UA and the Push Server, during which the AppServer typically receives an AccessToken to send a notification request later “(0)”. When the AppServer needs to send a notification to the App, it sends a request to the Push Server with the AccessToken “(1)”. Then the Push Server delivers a notification message to the UA on the target UE “(2)” and when it is successful, the UA may return an ack to the Push Server “(3)” and the message is eventually delivered to the App “(4)”. In order to maintain the communication path between the UA and the Push Server (e.g., via a TCP session), the UA may periodically send keep-alive messages to the Push Server “(5)” which returns acks to the UA “(6)”. Since these notification messages, acks and keep-alive messages are exchanged without user intervention, they are categorized as “Unattended Data Traffic”.
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Figure 1: Reference architecture for Push service
When RAN user plane congestion occurs, some notification messages from the Push Server may be dropped. If the Push Server expects an ack from the UA and nothing is received, it will retransmit the notification message for a fixed number of times which could cause extra congestion. Also, if the ack from the UA is dropped, the Push Server will retransmit the notification message in spite of it being successfully delivered. Likewise, if the keep-alive message or the ack for it is dropped, the UA continues to send the keep-alive messages, which also creates extra congestion. Furthermore, according to Use case 6 in TR22.805, such a Push notification is often performed to a number of registered UEs at the same time within a short period of time (e.g., newspaper or coupon delivery), which is not predictable by the mobile operator and would worsen an existing congestion situation.
According to TS22.101, Section 27.5 (Limiting traffic) has the following requirements: 
a)
The network shall be able to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE, e.g. to defer Push services based on the RAN congestion status and operator policy.

b)
The system shall be able to apply different handling (e.g. be able to prohibit or delay) all or a particular selection of IP bearer service requests depending on whether a service request is for Unattended Data Traffic or Attended Data Traffic.
Therefore, UPCON Stage-2 work needs to clarify the architectural requirements and to determine the optimal solution(s) to fulfill these Stage-1 requirements. 
· Which entity in the mobile network (e.g., RAN, Core, UE) utilizes the RAN congestion status to limit the traffic for Push services?
· Whether to notify the entity(ies) of the Push service (App Server, Push Server, UA or App) of RAN congestion and if yes, when and how?
· What information or procedure is needed to detect congestion caused by a Push service and to perform mitigation measures (e.g., defer Push service notification or prohibit keep-alive), and what level of granularity should be assumed (e.g., UE-base, application-based, location-based)?
· How to distinguish unattended Push-related messages from others over the same bearer with the same QCI and how to differentiate the handling of the data based on these types from the perspective of the architecture?

Reference
[1] "Push Architectural Overview". Open Mobile Alliance. OMA-AD-Push-V2_3
Proposal
Based on the above analysis and discussion, the following key issue for Push service is proposed.

***** First Change *****
5.X
Key Issue #X: Push service during congestion periods
5.X.1
General description and assumptions
Push notification is one of the essential mobile services and due to the recent and rapid increase in the number of smartphone applications that requires timely information sharing or synchronization (e.g., SNS, E-mail, file sharing), more IP-based push notification messages are being transferred over the mobile network. The behaviour of Push services is generally not predictable by the mobile operator, and is also often synchronized among many UEs. 

A typical architecture of Push service is composed of an Application Server (App Server), a Push Server, a User Agent (UA) and an Application (App). Upon a notification request, the Push Sever delivers a notification message to the UA, which may return an ack. Also, in order to maintain the connection (e.g., TCP session) between the Push Server and the UA, keep-alive messages and acks may be exchanged periodically. Since these messages are exchanged without user intervention, they are categorized as “Unattended Data Traffic”.
When RAN user plane congestion occurs, some notification messages from the Push Server may be dropped. If the Push Server expects an ack from the UA and nothing is received, it will retransmit the notification message for a fixed number of times which could cause extra congestion. Also, if the ack from the UA is dropped, the Push Server will retransmit the notification message in spite of it being successfully delivered. Likewise, if the keep-alive message or the ack for it is dropped, the UA continues to send the keep-alive messages, which also creates extra congestion.

According to TS22.101 Section 27.5, the network shall be able to support traffic limiting to cope with such congestion (e.g., by deferring the Push service) and solutions addressing this key issue should consider the following aspects:

· Which entity in the mobile network (e.g., RAN, Core, UE) utilizes the RAN congestion status to limit the traffic for Push services?

· Whether to notify the entity(ies) of the Push service (App Server, Push Server, UA or App) of RAN congestion and if yes, when and how?

· What information or procedure is needed to detect congestion caused by a Push service and to perform mitigation measures (e.g., defer Push service notification or prohibit keep-alive), and what level of granularity should be assumed (e.g., UE-base, application-based, location-based)?

Note: what type of congestion mitigation measure is taken is out of scope of this document.

· How to distinguish unattended Push-related messages from others over the same bearer with the same QCI and how to differentiate the handling of the data based on these types from the perspective of the architecture?
***** End of First Change *****
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