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6.X
Solution X: EPC-level ProSe Discovery

6.X.1
Functional description

6.X.1.1
General

The solution described in this clause addresses the EPC-level ProSe Discovery key issue described in clause 5.y. It relies on the Location Services (LCS) architecture and is agnostic of the technology used on the direct link (i.e. WiFi Direct or “LTE Direct”).

6.X.1.2
System architecture

Depicted in Figure 6.x.1.2-1 is a system architecture for EPC-level ProSe Discovery.
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Figure 6.x.1.2-1: Architecture for EPC-level ProSe Discovery

In this architecture there is a ProSe Server – a new functional entity residing in the EPC. The ProSe Server performs the following functions:

· stores subscriber’s ProSe profile (e.g. subscriber’s discovery settings, list of buddies including the MNOs to which they are subscribed, etc.); alternatively, the ProSe Server can fetch this information from the HSS;
· some functions can actually be hosted by a 3rd party App Server as described in clause 6.x.2.6;

· acts as a Location Services [LCS] client and is able to look up the current location of its ProSe subscribers;
· communicates with ProSe Server peers in other PLMNs to support EPC-level ProSe Discovery for cross-PLMN and roaming scenarios;
· may have interfaces towards the charging architecture.
6.X.1.3
Architecture for Cross-PLMN EPC-level ProSe Discovery

Depicted in Figure 6.x.1.3-1 is a system architecture for EPC-level ProSe Discovery with users subscribed to different operators.
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Figure 6.x.1.3-1: Architecture for cross-PLMN EPC-level ProSe Discovery

In this approach each of the two Evolved Packet Core (EPC) networks contains a ProSe Server that stores all relevant ProSe information for its own subscribers

The current locations of UE A and UE B are stored in Gateway Mobile Location Centres (GMLC) residing in each of the two EPC networks.  As in the single operator case, each ProSe Server is an LCS client to a GMLC so that it can look up the current locations of its ProSe subscribers.

Although residing in different PLMNs, the two ProSe Servers are capable of communicating with each other to exchange their subscribers’ ProSe permissions, current locations, etc.. 

When the proximity threshold is reached, the requesting subscriber’s ProSe Server informs it of this event and may pass this information on to the other ProSe Server (which then relays this message to the requested UE). This information can be coupled with direct connection establishment information if the subscribers wish to follow up with direct communications (see S2-121142 for details).  

NOTE: The ProSe Server to ProSe interface can be channelled via the GMLC.

6.x.1.4 Roaming Architecture 

Depicted in Figure 6.x.1.4-1 is a system architecture for EPC-level ProSe Discovery when a UE is roaming. 

In this scenario, UE B, a subscriber of PLMN B, is roaming in PLMN C. The ProSe Server for UE B (ProSe Server B) resides in his home network, i.e. in EPC B; and ProSe Server B is an LCS client of GMLC B, residing in the same network.  GMLC B communicates with GMLC C in order to determine UE B’s current location.
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Figure 6.x.1.4-1: Architecture for EPC-level ProSe Discovery when a UE is roaming

6.X.2
Procedures

6.x.2.1 Overall call flow for EPC-level ProSe Discovery

The overall call flow for EPC-level ProSe Discovery is illustrated in Figure 6.x.2.1-1. Each procedural box is subsequently described in more detail as a separate call flow.
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Figure 6.x.2.1-1: Overall call flow for EPC-level ProSe Discovery 

1. UEs register for ProSe with the ProSe Server residing in their Home PLMN;

2. UE A makes a proximity request, i.e. requests that it be alerted for proximity with UE B (possibly indicating a window of time during which the request is valid). ProSe Server A can request periodic updates from ProSe Server B regarding UE B’s location or it can request an update whenever UE B moves beyond a given threshold;

3. UE location is reported to the ProSe Servers intermittently. Whenever ProSe Server A receives a location update from ProSe Server B, it performs proximity analysis on UE A and UE B’s locations;

4. When ProSe Server A detects that the UEs are in proximity, it informs UE A that UE B is in proximity.  Optionally, ProSe Server A may inform ProSe Server B, which in turns informs UE B of the detected proximity.

6.x.2.2 UE registration with ProSe Server

To activate the EPC-level ProSe Discovery service, the UE first registers with the ProSe Server, as illustrated in Figure 6.x.2.2-1.


[image: image5.emf] 

UE  

ProSe Server  

1. ProSe Registration   Request ( ProSe A, [ Link layer   ID ])  

HSS  

3. ProSe   Registration   Re sponse ([Temp link layer ID])  

2. Check authorization  


Figure 6.x.2.2-1: UE registration with ProSe Server

1. UE sends a ProSe Registration Request, including a permanent user identifier for ProSe service (“ProSeA”) and possibly its link-layer identifier (e.g. MAC address); alternatively, it may obtain a temporary link-layer identifier in step 3; other ProSe parameters (e.g. discovery permissions, group permissions, etc.) may also be included in the ProSe Registration Request;

NOTE:  The permanent user identifier for ProSe service (shortly “ProSe ID”) is encoded in a way that identifies both the user and the PLMN to which it is subscribed (e.g. user@operator.com), and may also include a reference identifying the ProSe Server (e.g. user@proseserver.operator.com). An existing permanent identifier (e.g. SIP URI) may also be used as a ProSe ID.

2. The ProSe Server may interact with the HSS in order to authenticate the request and check whether the UE is authorised for this service. Alternatively, all user settings related to authentication and authorisation for ProSe service may be configured locally in the ProSe Server, in which case the interaction with the HSS is not needed;

3. The ProSe Server indicates to the UE that registration was successful. The ProSe Server may assign a temporary link-layer device identifier to be used for identification purposes on the direct path.
6.x.2.3 UE makes a Proximity Request

In order to request that it be alerted when it enters proximity with UE B, UE A triggers the Proximity Request procedure, as illustrated in Figure 6.x.2.3-1.


[image: image6.emf] 

GMLC A  

UE A  

UE B  

GMLC B  

ProSe Server A  

ProSe Server B  

0. UE A and UE B registered  for ProSe service    

1. Proximity Request ( ProSe B, window)  

2. Pr oximity   Request ( ProSe A,  ProSe B )  

3. Pr oximity Request Validation (A )  

4 b. Proximity Request Ack ( B’s  loc ation )  

4a. LCS Location Reporting Request ( B)  

5b. Proximity Request Ack  

5a. LCS Location Reporting Request (A)  


Figure 6.x.2.3-1: Call flow for Proximity Request

1. UE A requests to be alerted for proximity with UE B (in general, a proximity request can be for multiple UEs), possibly within a certain time window.

2. ProSe Server A propagates the request to ProSe Server B, indicating UE A’s  ProSe ID (“ProSeA”) and a location update periodicity or trigger. The B’s  ProSe ID (“ProSeB”) stored in the “buddy list” of A allows ProSe Server A to discover ProSe Server B;

3. Based on UE B’s ProSe profile, UE B may be asked to confirm permission for UE A’s proximity request;

4. ProSe Server B configures GMLC B for location reporting on UE B and acknowledges the proximity request to ProSe Server A including UE B’s current location (if known);

5. ProSe Server A configures GMLC A for location reporting on UE A and acknowledges the proximity request to UE A.

6.x.2.4 UE Location Reporting

UE A and UE B intermittently report their location to their corresponding GMLCs, as illustrated in Figure 6.x.2.4-1.


[image: image7.emf] 

GMLC A  

UE A  

UE B  

GMLC B  

ProSe Server A   ProSe Server B  

2. LCS Service Response (A)  

0. UE A  and UE B are  registered for ProSe service  and have requested to be  alerted for proximity    

4. LCS Service Response (B)  

5. ProSe Location Update ( ProSe B)  

1. Periodic location reporting (A)    

3. Periodic location reporting (B)    


Figure 6.x.2.4-1: UE location reporting

1.- 4. The locations of UE A and UE B are reported to their corresponding Prose Servers intermittently;

NOTE:  Currently, periodic reporting (or, in general, deferred reporting) is supported for GERAN/UTRAN only. It is expected that deferred reporting will be made available for E-UTRAN in the same release as ProSe.

5. Assuming that ProSe Server A is in charge of determining proximity, ProSe Server B forwards UE B’s location to ProSe Server A periodically or based on a trigger criterion provided by ProSe Server A.

TS 23.271 stipulates that if a UE is in idle mode when a location report is requested, the network will bring the UE into connected mode to perform location estimation. However, it would be preferable if an LCS client (e.g. the ProSe Server) could indicate whether the network should bring the UE into connected mode for location estimation or defer location estimation until the UE is again in connected mode with the option of returning the UE’s latest location estimate (with time stamp). This additional attribute in the LCS Location Reporting Request is referred to as “Idle/Connected Sensitivity” and is expected to be defined as a minor LCS enhancement. Here is an example of how the ProSe Server could make use of the proposed “Idle/Connected Sensitivity”:

a) When UE A requests to be alerted for proximity with UE B, the ProSe Server initially makes a standard location request for UE A and UE B;

b) Based on the received location updates (expressed in GAD shapes as defined in TS 23.032), the ProSe Server determines that the two UEs are roughly within 4-5 km distance of each other. Therefore it makes a new location request to the MMEs, this time for periodic location reporting and indicating that the MMEs may defer location estimation for UEs in Idle mode (by setting the “Idle/Connected Sensitivity” attribute);

c) Based on the most recent location report, the ProSe Server determines that the two UEs are within roughly 1km distance of each other. Knowing that the UEs may soon enter within direct communications range (say 500m), the ProSe Server makes a new location request to the MMEs, indicating that the MMEs must not defer location estimation for UEs in idle mode.

6.x.2.5 ProSe Alert

When the UEs enter into proximity, the network triggers the ProSe Alert procedure, as illustrated in Figure 6.x.2.5-1.
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Figure 6.x.2.5-1: Call flow for ProSe Alert 

1.-3. The location of UE B is reported to ProSe Server B, which forwards it to ProSe Server A;

4. ProSe Server A detects that the two UEs are in proximity and alerts UE A;

5. Optionally, ProSe Server A may alert ProSe Server B, which in turn informs UE B of the proximity.

6.x.2.5 Call flows for the roaming scenario

The call flows for EPC-level ProSe Discovery for the roaming case are similar to the call flows described previously. The only difference is that the periodic location reports for UE B (i.e. the LCS Service Response message) are relayed via GMLC C, acting in the role of a Visited GMLC.

6.x.2.6 Other

The present clause describes the functional split between the ProSe Server proper and a 3rd party Application Server, when the service is provided by the latter (refer to Figure 6.x.2.6-1).
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Figure 6.x.2.6-1: Functional split between ProSe Server proper and 3rd party App Server

The App Server hosts the following functions:

· stores user’s profile for applications relying on ProSe service (e.g. application identifiers, authentication credentials, user’s discovery settings, a list of buddies, including their ProSe IDs, etc.);
· interacts with both UE (out of 3GPP scope) and ProSe Server (in 3GPP scope).
The ProSe Server proper stores the following functions:

· stores subscriber’s ProSe profile;
· acts as a location services client (LCS client);
· communicates with ProSe server peers in other PLMNs to support cross-PLMN ProSe discovery and roaming scenarios;
· may have interfaces to the charging architecture.
With respect to the previously described call flows, they remain largely non-impacted, with the following notes:

· Signalling messages exchanged between UE and the ProSe Server described previously are exchanged via the App Server;

· The Proximity Request Validation (step 3 in Figure 6.x.2.3-1) may be performed directly between App Server and the B party (i.e. may be out of 3GPP scope).
When registering with the App Server (there may be many of which he is a member), the user is designated an application identifier (AppA, AppB) that are out of 3GPP specification scope.

If an application is authorised by the operator and/or the user to use ProSe, the UE provides the App Server with his ProSe ID (so the App Server can determine which ProSe Server the user belongs to) and registers the application with the ProSe Server via the App Server. If the authentication is successful, the App Server stores the ProSe ID (in association with the user’s App ID) for future reference.

When a user wants to add friend to his buddy list, he updates this information at the App Server
. The ProSe service works only with buddies who have a ProSe ID associated with their App ID. 
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Figure 6.x.2.6-2: Condensed call flow with stand-alone App Server
The call flow in Figure 6.x.2.6-2 is a condensed depiction of the call flows in clauses 6.x.2.2 through 6.x.2.5 for the case with stand-alone AS.
1. The user of UE A signs in with the App Server using its App ID (AppA) and provides its ProSe ID (ProSeA), indicating that it wishes to register this application for ProSe service with his operator (step 1).
2. The App Server extracts the PLMN ID from ProSeA and contacts user A’s ProSe Server (ProSe Server A in step 1b).
3. If the application and user A are authorised for ProSe service, ProSe Server A indicates to App Server that the registration was successful (step 1c).
4. The App Server stores the ProSeA identifier in association with AppA (step 1d).

5. Steps 1-4 are repeated for user B, UE B, AppB, ProSeB and ProSe Server B. 

6. At the application layer the user of UE A requests to be alerted for proximity with user B.

7. The App Server maps the application identifiers (AppA, AppB) to ProSe IDs (ProSeA, ProSeB) and makes a Proximity Request.

8. ProSe Server A engages in proximity tracking as described in clauses 6.x.2.3 and 6.x.2.4.

9. When ProSe Server A determines that UE A and UE B are in proximity, it sends a Proximity Alert (ProSeA, ProSeB) to the App Server.

10. The App Server delivers this information to UE A via the application.

6.X.3
Impact on existing entities and interfaces

The solution has no specification impact on existing RAN entities.

The solution may have specification impact on existing EPC entities:

· The solution would benefit from the LCS enhancements described in clause 6.x.2.4 i.e. support for deferred location reporting in E-UTRAN and the addition of an “Idle/Connected Sensitivity” attribute in the LCS Location Reporting Request.

6.X.4
Solution evaluation

The solution allows for EPC-based proximity tracking based on LCS.

The LCS enhancements described in clause 6.x.2.4 reduce the need for bringing the UE in connected mode in order to perform location estimations.

In contrast to over-the-top approaches, the solution ensures user’s privacy in that user’s location is not disclosed to 3rd party Application Servers.
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