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Abstract of the contribution: This P_CR discusses an alternative for preventing S/P-GW overload
1. Introduction
TR 23.843 section 4.9 documented some scenarios where S/P-GW may get overloaded suddenly; hence, a study is needed to determine on how to prevent S/P-GW into overload.

2. Discussion

In a sensible network deployment scenario, the load of S-GW and P-GW should be equally distributed and that each GW should be capable to handle the traffic load that it has engineered for and should have some reserve capacity to handle the event of a sudden traffic spike. Before the traffic spike event pushes the P-GW into an extreme overload territory, the P-GW can invoke back-off timer to reject new connection request in addition to any self-protection mechanism that it may have in order to keep itself operating in a stable manner. 
Currently, the S-GW and P-GW selection mechanism is based on DNS Procedure as specified in TS 29.303. MME selects the S-GW and P-GW from a list of available addresses and weight factor provided by DNS server. The selection process used by MME does not identify the actual current load of S-GWs and P-GW presented in the network. 

During initial selection procedure, if the selected S-GW is currently overloaded then it does not response to Create Session Request then MME has to reselect other S-GW. If S-GW includes error pointing to P-GW being overloaded (e.g., ‘Remote peer is not responding’ or ‘All the dynamic addresses are occupied’) in Create Session Response message, MME then tries to reselect other P-GW. This kind of reactive approach can be minimized if the DNS procedure can also take “current load factor” of S/P-GW into consideration.

Note: “current load factor” does not imply real time sampling of the S/P-GW load. It represents a load condition for a period of time (e.g., 3 mins) to account of oscillation of peaks within small interval (i.e., like a threshold).
To allow the S-GW and P-GW selection procedure to also take into account of their current load condition, , a functional entity called “GW load Manager” (GLM) is introduced. It sits between MME/SGSN and the real DNS server. GLM has visibility on the load information from the S-GW and P-GW. 
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When MME/SGSN performs a DNS query to the GLM for S-GW/P-GW information, GLM may change the weight factors in DNS responses based on S/PGW load information. This allows the P-GW and S-GW with lesser load to be selected by MME/SGSN.

In a scenario where all the S-GWs and P-GWs are all heavily loaded, any one of them can go into overload condition with further spike of traffic. Pushing the load to other S or P-GW at this point does not make any sense. During this condition, the GLM may not be returning any S/P GW address in the DNS response back to the MME/SGSN to prevent further loading toward those gateways. MME may then also invoke backoff timer to prevent these UE from creating more load toward the network. 
3. Proposal

Add the above proposal to the TR 23.843
6.5
Solutions for preventing S-GW and P-GW overload
6.5.1
Solution 1: Use of Gateway Load Manager for DNS based load balancing

6.5.1.1
Description

In a sensible network deployment scenario the load of S-GW and P-GW should be equally distributed and each GW should be capable to handle the traffic load that it was engineered for and should have some reserve capacity to handle the event of a sudden traffic spike. Before the traffic spike event pushes the P-GW into an extreme overload territory, the P-GW can invoke a back-off timer to reject new connection requests in addition to any self-protection mechanism that it may have in order to keep itself operating in a stable manner (e.g. reject of new connections). 

Currently, the S-GW and P-GW selection mechanism is based on DNS procedure as specified in TS 29.303. MME selects the S-GW and P-GW from a list of available addresses and weight factor provided by the DNS server. The selection process used by MME does not identify the actual load of S-GWs and P-GWs. 

During initial selection procedure, if the selected S-GW is currently overloaded then it does not response to Create Session Request. As a consequence MME has to reselect another S-GW. If S-GW determines that P-GW is overloaded or P-GW is not responding, S-GW includes an error cause code, (e.g., ‘Remote peer is not responding’ or ‘All the dynamic addresses are occupied’) in Create Session Response message, so MME can try to reselect another P-GW. This kind of reactive approach can be minimized, if the DNS procedure can also take “current load factor” of S/P-GW into consideration.
Note: “Current load factor” does not necessarily imply real time sampling of S/P-GW load. It can represent a load condition for a certain period of time (e.g., 3 mins) to account for peak oscillations within small time intervals.
To allow the S-GW and P-GW selection procedure to also take into account their current load condition, a functional entity called “GW load Manager” (GLM) is introduced. It sits between MME/SGSN and the DNS server. GLM is informed about the load information from S-GW and P-GW. 
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Figure x – P/S GW selection with “GW Load Manager”

MME/SGSN are configured to send a DNS query to the GLM. GLM has current load status of S-GW/P-GW, and based on that it may change the weight factors in DNS responses received from DNS server before forwarding to MME/SGSN. This allows the P-GW and S-GW with lesser load to be selected by MME/SGSN.

In a scenario where all the S-GWs and P-GWs are heavily loaded, any one of them can go into overload condition with further spike of traffic. Pushing the load to other S-GW or P-GW at this point does not make any sense. During this condition, the GLM may not be returning any S/P-GW address in the DNS response back to the MME/SGSN to prevent further increasing load in those gateways. MME/SGSN may then also invoke back-off timer to prevent UEs from creating more load towards the network. 

6.5.1.2
Impacts on existing nodes and functionalities

Existing DNS infrastructure is not impacted. GLM queries the DNS like a MME/SGSN.

MME/SGSN is configured to use the GW Load Manager as contact for DNS queries and may need to adjust the TTL of DNS resource records to ensure the records are based on the most recent “current load factor” reported from P/S-GW.

GLM can retrieve load information from S/P-GW based on protocols like SNMP or via OA&M. Standardizing an interface in 3GPP is FFS.
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