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Abstract of the contribution: This contribution proposes the solution of the network-based always-online mechanism to reduce application heartbeats

Discussion

With the current specifications, the network will release the radio/IP connection after no traffic passes for a specific time period. It includes:

Release Radio connection, e.g. RRC, Iu/S1.

Release PDP connection on the P-GW/GGSN for the consideration of improving the equipment capacity.
Release public IP address on the NAT if private IP address is allocated to UE by P-GW/GGSN
While in order not to affect user experience, the applications such as IM, micro-blog, social network service usually keep the network connection alive by the periodic small data----heartbeat/beacon, which costs large signaling resources and consumes more phone power. 

Along with the deployment of LTE having the always-online connection and the start of IPv6, the issue is mitigated but will not disappear. 

Full coverage with LTE network needs a very long time and multi-mode phones will be dominant in future market. The applications are awareless of RAT and still need to handle non always-online PDP lifetime in these phones.

Worse than LTE is the IPv6 global deployment and IPv4v6 dual-stack address will run as a normal configuration after the introduction of IPv6. 

Even using LTE+IPv6, the application also needs to sync up client life status with the server.

Currently terminal-based always-online is widely used in the industry e.g. Apple APNS, Google GCM/C2DM. OMA is also working on the similar solution of AOI (Always Online Infrastructure). The principle of these solutions is that the UE establishes an always-online connection with the specific server and aggregates live applications’ heartbeats to the unified one. Additionally the server is able to push messages to the application through the UE.
As an example, below figure shows APNS mechanism. Every application providing push service must make use of APNS API. Although it can reduce the number of application heartbeats actually, UE also needs to keep alive with APNS server through network. And this mechanism is only applicable for applications running in the background. The active application on the stage works as the normal. In conclusion terminal-based always-online just decreases the number of heartbeats not eliminates them.
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Comparably if the network could keep always-on connection by holding PDP and public IP address pertaining to the application, the application status (online and offline) and the connection status (disconnected) can be exchanged via the interface between the application server and the network and the applications no longer need to send heartbeats.
Proposal
Following solution is proposed to save the network resource for the frequent small data transmission and optimize UE power consumption.
*************************************The Start of the Change*************************************

5.1.1.3
Solutions

5.1.1.3.X
Solution : Network-based Always-online

5.1.1.3.X.1
General
In order not to affect user experience, the applications such as IM, micro-blog, social network service usually keep the network connection alive by the periodic small data, like heartbeat/beacon, which costs large signaling resources and consumes more phone power. 

To improve the network for the frequent small data transmission and UE power consumption optimization, the network-based always-online by holding PDP and public IP address pertaining to the application is introduced. With it the application status (online and offline) and the connection status (disconnected) can be exchanged via the interface between the application server and the network and the applications no longer need to send heartbeats.
Following is the solution procedure:

1. Users login/logout always-on an application and informs its status of online or offline to application server with the UE private IP address/port. In case of login the application will start the heartbeat subsequently. The implementation of application is out of 3GPP scope.
2. The AF which interacts with the application server brings the application status to PCRF including UE private IP address/port via the Rx interface. Whether the AF locates in or separate from the Application Server is out of 3GPP scope.
3. According to the information got from step2, PCRF provisions an always-on policy to P-GW/GGSN to start PDP and NAT conversation keep-alive.

4. P-GW/GGSN keeps PDP always-on by closing the PDP deactivation timer and acts as a PCP client to send PCP packets including UE private IP address, port and always-on timer to the NAT. Based on the PCP packet the NAT keeps UE NAT conversation and returns an answer to GGSN. 
If the PDP context is deactivated because the reachability timer is expired, P-GW/GGSN shall indicate the PCRF of session termination and PCRF shall notify AF(Application Server).
5. P-GW/GGSN sends an answer to PCRF, and PCRF feedbacks to AF(Application Server) also.
6. The application server informs the application of stopping heartbeats and the client stops sending heartbeats. The implementation of application is out of 3GPP scope.
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 Figure 5.1.1-x, Network-based Always-online
5.1.1.3.X.2
Impacts on existing nodes and functionality
P-GW/SGSN

-
Preserve PDP connection based on the always-online policy

-
Communicate with the NAT supporting PCP protocol as a PCP client.

PCRF

-
Support network-based always-online control

5.1.1.3.X.3
Solution evaluation

Pros:

-
No UE function impact

-
Frequent keep-alive data transmission could be avoided

Cons

-
If an always-online application is terminated abnormally the network could not sync up with the application status before the expiration of the reachability timer. It will trigger a few signallings at the transmission of first push message under this situation. The application implementation could lower the impact, which is out of 3GPP scope.
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